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FOREWORD

On 12 January 1979 Dr Hans von Ohain, a pioneer in the development of

the aircraft jet engine, retired as Chief Scientist of the ',hir Force Aero

Propulsion Laboratory, ending a 31 year career in the U. S. Government

service.

Friends and associates of Dr von Ohain, wishing to commemorate his

distinguished career, have contributed the technicai papers appearing in

this volume. These papers cover a wide range of research areas to which

Dr von Ohain has made contributions, including fluid dynamics. dtrodynamics,

thermodynamics, propulsion and energy cinversion.

Papers contributed by individuals employed by the Department of Defense

are technical reports on work irn progress or completed. The project, task

and work unit under which such work was perfcrmý?d is identified on the title

a, page for the paper.

The work reported in papers not so identified waq accomplished without

cost to the Government.

The authors' affiliations given on the title page for each paper are as

of the date the manuscript was received, and so are not necessarily

current.

This volume was edited and assembled by Dr K. S. Nagaraja (AFWAL/FIMM)

and Dr J. S. Petty (AFWAL/POTC), Air .orce Wright Aeronautical Laboratories

(AFSC), Wright-Patterson Air Force Base, Ohio 45433.

The editors wish to acknowledge to efforts of Mrs Doris Appel for her

assistance with the typing of the title pages and preface pages, and of

Ms Ann Gerstner for re-typing several of the manuscripts and for her

assistance in handling the numerous small details required to pull

) everything together.
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TWO SHIPS THAT DID NOT PASS IN THE NIGHT:

AN INTRODUCTION

E. C. Simpson
Director (Retired)

Turbine Engine Division
Pero Propulsion Laboratory

I realize my cuntribution to this volume is small and inconsequential
to most, but I want to voice my great respect to one who, many years ago,
had t6'o_- red an enemy but who, today, I consider a delightful,
valued and respectea • t - "'ri .. .. .

Back in the days following WWII wh en r-ift a Captain in the U. S. Army
running wildly around Germany as a member of ATI "hiiL•,,,- intelligence
targets", messing with ADIK, 'T' Force, Special Services and sucf;, I first
met Hans Von Ohain in Zuffenhausen. His English was better than my Ger,,i.'
which is not a compliment, but there were two people trying to help us
communicate; the first a Heinke! employee in Sales named Wolfe, and the
second my jeep driver, Liepold. Hans and I did communicate, but I must say
the conversation was less than flowing. At the time, Hans was working on
getting the -011 engine into production. Even today, a tour through this
design with its designer is a real treat. Many novel features; many
problems that a little nickel, chrome and cobalt could cure. I can vouch
for its running, having tested it in the BMW altitude facility at Munich
(the air supply is now the 'A' air supply at AEDC). The data was shared by
the U. S. and U. K. and the parts to build the test hardware were collected
from all over Germany by 37 of us chasing them down in the Aug-Sep 1945 time
period.

Both Hans and I tried very hard to communicate and did succeed in
building trust and respect in each other. The doubts that existed were
based on my rather shallow knowledge of the turbine engine which was based
on my menory of "Stodola" and Sir Geoffrey Smith's little book purchased at
a street book stall in London. I was not sure exactly what Hans had done,
but as a result of our conversation in garbled German and broken English, I
concluded that one of the things he had not done was stand around twiddling
his thumbs. As my knowledge of what he had done grew, I have developed a
very deep respect for this man's character, particularly his kindness,
understanding and humble demeanor.

Over the years, our relationship has grown. There have been many
discussions, usually rounding out and defining an engineering problem like,
"Does the J65 have one compressor stage too many?" and other less technical
areas like, "In C.B. radio, what is a Beaver?" Occasionally there was
disagreeient which, without exception, was resolved without rancor. My
great respect is based on Han's cleverness, and the determination it took to
be the first in a major invention or development. The pioneer is assailed
by doubts, failures and uncertainties that assail the mind, numb the senses
and urge you to quit over and over, when it would be so easy to do so. A
person who has not been through it cannot imagine the elation that comes
when you luck out and it works. Hans has never quit or given up, and those
of us in the turbine engine business now begin by knowing that with just
sweat and work, technical success will follow. Thank you for providing this
lesson to so many of our young folks, and thank you for your wise counsel in

4 many things.
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FOREWORD

The following pages are an attempt to describe~ some of the accom-

plishments of a truly extraordinary man:

-a man whose technical efforts brought him to the

forefront of his profession at an age of twenty-

seven years with the flight of the world's first

turbojet powered aircraft;

-a man who rose in the service of his adopted

country to the position of Chief Scientist of

Nwo major scien-cific laboratories;

-and yet a man who consistently offers a kind word,

a smile or encouragement to all.

The quotations in the footnotes are his own words.
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THE FORMATIVE YEARS

Hans von Ohain was born in Dessau, Germany on the 14th of December,

1911. He was the younger son of Wolf and Kathrine von Ohain.

The von Ohain brothers are shown with their parents in Figure 1, on the Baltic

Sea Shore. His father was a former military officer who had resigned and

operated a wholesale electrical parts business. At about the age of nine

years, young Hans moved to Magdeburg with his family. They lived there about

a year and then moved to Berlin, where they lived during World War I in a

largqe house shown in Figure 2.

As a child in school, von Ohain did not exhibit much of the intellect

which was to serve him so well in later years. In fact, his grades in the

earliest school years were not particularly good. He estimates that he was

in the lower third of the class in performance. The problem appears to be

that he was not at all challenged. Much of the education was drilled by

rote and little concern was given to motivating the students. The work

was relatively easy for him and thus he did not need to and indeed want to

apply himself.

Around the ninth or tenth school year, his grades started to improve

and by two years later his grades were excellent. This was true not only

in mathematics and physics but also in the other subjects. As a boy he

also enjoyed experimenting with chemistry. One of his less successful

experiments involved attempting to produce hydrogen by a reaction Lrptween

acid and a metal. The metal was placed in the acid probably too quickly

and the reaction caused some of the acid to land on von Ohain. Hie quickly

washed it away with cold water but it was present long enough to leave some

temporary spots on his face. His parents noticed the spots and were less

than enthusiastic about his experiment.

4 1
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Figure 1. Young Hans von Ohain (center) with his family.
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Figure 2. The von Ohain home in Berlin.



Another of the young boy's interests was model airplane building,

although it certainly did not match his interest in physics and chemistry.

No ready made kits were available. All airplanes needed to be built from

the construction materials, the main one being bamboo. Each piece needed

to be cut out and bent.

His main childhood hero and indeed, a hero to this day, was Albert

Einstein. It was absolutely fantastic to von Ohain that a person could

go to such depth of understanding and analysis by Just thinking and without

experiments. We did not, after all, need to explain the Lorenz contraction

by means of an ether which always drops out of the computation.

Einstein also had another attribute which was greatly admired by

von Ohain and is highly evident in his own work. He was able to give clear

physical thoughts without torturing you with a tremendous amount of obscuring

mathematics. On the other hand, however, he was also a master of applied

mathematics and thus was able to express his physical insight in highly

mathematical form. There are few people who can do either one or the other

and to find both in one person is indeed rare.

Young von Ohain's interest in science continued, and his father enrolled

him at 19 y'.ars in the University of Gottingen, the foremost technical uni-

versity in Germany. His stay there was brief, completing the normal seven

years in four and receiving his doctorate. By this time, his ideas on jet

propulsion were formulated and partially tested. When he was 26 years old, as

he is shown in Figure 3, he was in the midst of a program destined to lead

I to the first turbojet powered aircraft in the world.

The automobile in Figure 4, is the Opel which von Ohain drove during his

university days arid which influenced his life by the choice of a parking

location.



rW
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Figure 3. Hans von Ohain at 26 years
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Fiture 4. The Opel which served to

introduce Hens von Ohain and Max Hahn.
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T:IE GOTTINGEN YEARS

First considerations of jet propulsion -

In thp early 1930's. when Hans von Ohain was studying Physics and Aerodynamics

at George-August University in Gottingen, Germany, very rapid proqress was being

made in aircraft systems. This was particularly true of the reciprocatinq piston

engine with a variable pitch propeller. Substantial performance improvements

were still forthcoming and no immediate need for a new propulsion system seemed

to exist.

However, it occurred to von Ohain, somewhat intuitively, that a steady

process with a continuous constant pressure combustion would be superior to the

unsteady cyclical process represented by the piston engine. he felt th3t the

combination of piston engine and propeller was inherently less powerful, light,

smooth and compatable with future higher speed aircraft than a continuous process.

At first, his approach was to consider a ste3dy aerothermodynamic process

with a continuous, constant pressure combustion, in which energy for compressing

che fresh air would be extracted from the combustion gas without machinery. This

he intended to accomplish by bringing the inflowing fresh air in direct contact

with the expanding combustion gas (a kind of ejector process). However, after

studying specific processes and configurations, it became apparent to him that

such types of processes would have enormous problems with respect to larqe

internal losses and adverse heat transfer effects caused by mixing between the

fresh air and the combustor gas. Thus, this idea was put aside for future

considerations 1 and he began to investigate a propulsion process in which

compression and expansion were separated and carried out by a turbo compressor

and turbine respectively.

Investigators in other countries, particularly England, Italy and the United

States had followed various paths to arrive at a similar conclusion and starting

point.

9



The various projects were unknown to the young von Ohain and he first became

aware of them several years later while in the midst of his own industrial

development program.

Searching for an extremely lightweight, compact and simple configuration,

lie chose a radial outflow compressor rotor back-to-back with a radial inflow

turbine rotor. This configuration also promised correct matching simply by

providing equal outer diameters for the straight radial outflow compressor

rotor and the straight radial inflow turbine rotor. In spite of the fact that

radial configuration was chosen, he was aware of the possibility of employing

2axial flow compressors and turbines. The axial flow configuration was very

desirable for future developments from a standpoint of small frontal area,

but was too complex and expensive for the early development. In particular,

stage matching of a multistage axial flow compressor and matching of axial flow

compressor and turbine without componient test facilities appeared to be too

much of a gamble at this point.

The idea of a continuous aerotlermodynamic propulsion process without
machinery and with the capability of operating from zero flight speed on
never became entirely dormant. In 1937 Dr. Hilsch, who was during my study
years assistant of Prof. Pohl and later became known by his Hilsch-Ranque
effect, discussed with me the possibility of employing the fluiddynamic
energy exchange process in the "Hilsch Tube" for achieving a continuous static
propulsion process. While flow curvature effects seemed to be beneficial for
the energy exchange process, theoretical investigations of the internal ef-
ficiency did not look promising enough to warrant experiments. In 1948
Dr. E. Knoernchild (formerly D.V.L.) who worked at that time at Wright-
Patterson AFB on an aerodynamic theory of the Hilsch Tube revived my interest
in the continuous static propulsion cycle. However, the analytical investi-
gations showed that adverse heat exchange between fresh air and combustor
gas stubbornly remained the major obstacle. Some French patents on similar
ideas were found, but they did not indicate any promising avenue for elimi-
nating or alleviating the problems of adverse heat exchange. A new fluid-
dynamic process seemed to be needed in which the heat exchange between fresh
air and combustion gas is greatly reduced while the effectiveness of fluid-
dynamic energy transfer is increased."

10J



During 1934 rudimentary design and weight studies were conducted oy

von Ohain, along with some performance calculations based on a pressure ratio

of 3:1 and turbine inlet temperature of about 14000 F. It appeared that at a high

flight speed of about 500 miles per hour, an overal; efficiency could be obtained

which was around 60% of that of an equivalent prope'ler piston ergine. However,

the weight of this new propulsion system promised to be only a fraction (quarter

of less) of that of an equivalent propeller-piston engine system. At that time,

the propulsion system of a fighter aircraft constituted a much greater weight

portion than the fuel, and consequently the above trade between fue'l weight

and propulsion system ,-eight seemed to be very favorable.

Search for a demonstration model

!ie was encouraged and began patent procedures, but his greatest concern

was the choice of an approach for selling the idea of turbojet propulsion. He

felt that, in any case, a working model would be most important, and thus

decided at the end of 1934, to have a prototype built at his own expense at the

auto repair shop and garage "Bartels & Becker" in Gottlngen.

The choice of an auto repair shop to build a prototype jet engine seems

rather odd, but von Ohain was well acquainted with this repair shop and with

the head mechanic and machinist, Max Hahn, long before he thought of jet

engines. He had a small Opel car which he parked there, and in this way

2"
Across from the Institute of Physics, in which I was working at that time,

the Institutue for Fluiddynamics of Profs. Prandtl and Betz was located. In
this Institute Dipl. Ing. Enke, with whom I later because acquainted, was
engaged in research on axial flow compressors (single stage). With respect
to multistaging, Enke was very cautious. Several years later, however, he
became involved in work on multistaging; he became a consultant to the jet
development team of the Junkers Corporation under the direction of Dr. Anselm
Franz for the layout of the multistage axial flow compressor of the Jumo 004
engine and the BMW engine."

11
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became acquainted with Hahn. From frequent cotuversatiors with him about

automobile and other technical subjects, von Ohain, gained the impression that

Max Hahn had an outstanding natural engineerinq talent and was particularly

knowleugeabie in manufacturing methods.

Thus it was natural that the two discussed the manufacturing possibilities

and cost of a demonstration model. When Hahn saw the sketches, he made many

suggestions for simplification and changes to enable the manufacturinq of the

model with the machine tools available at the auto repair shop. Hahn's ingenuity

and practical mind brought the construction of the model within the realm of

von Ohain's financial mneans. The cost of the prototype was to be borne by some

of his savings and some money advanced by his father. Including combustor, the

total price estimate was slightly greater than 1000 marks, about the cost of a

medium-priced used automobile. The actual final price was somewhat greater,

mainly kue to some changes. It is difficult tc convert 1000 marks' worth of

machine-man hours of 1935 in a meaningful manner into dollars of today. If the

same model were to be built today, it certainly would cost more than $10,000.

Some of the physical details of the rrototype are shown in the Figures.

The back to back arrangement of the compressor-turbine combination is illustrated

in the photograph of Fig. 5 with the outer shroud removed. The actual combustion

chamber was located in the short region between the outflow compressor and inflow

turbine. Achieving complete combustion within this chamber was the major

difficulty in the early development of the jet engine.

The balancing of the rotary components of the earliest engine was performed

on a lathe in the Bartels And Becker repair shop as shown in Figure 6. The

rudimentary character of the test is evident in the coupling connecting the engine

12
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shaft to the lathe drive an the right. The coupling is nothing more than a

piece of hose tied by string to the shafts. The primi'tive methods employed

in the early tests had little to do with experimental method but were driven

by the meager support available. Even much later in the development cycle,

when finiancial support was no longer a problem, material support became

the miiin issue due to the lack of certain critical elements such as nickel.

Thus the testing took place under some very adverse circumstances.

Prof. R. W. Pohl

During this time, von Ohain was completing his Ph.D. dissertation in the

Institute of Physics of the University of G~ttingen under the renown physicist

r~rof. R. W. Pohl. The amazing aspect of this situation is that the jet engine

study was not his dissertation but rather only an extra-curricular activity,

completely unrelated to his thesis and to the work of the Institute. He

showed his theoretical investigations to Prof. Pohl, along with his conclusions

and a plar for his working model. To his credit, Prof. Pohl was open minded

and reacted positively. Although his own work was strictly theoretical and

basic while, von Ohain's was definitely applied, he was able to see the value

in such a device and indeed agreed with the underlying theoretical bases. He

generously gave von Ohain permission to use the Institute's instruments and

equipment and even made it possible for him to conduct the actual experiments

in a rear section of the institute. Thus the essential measurements of temperature

and pressure distribution were made and produced valuable experience for von Ohain.

First G8'ttingen Experiments

The actual combustion experiments indicated the gasoline combustors were

not functioning as planned. The combustion did not appear to take place in the

combustor section (see figure 5 )but rather inside the radial turbine rotor and

1'4
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extendediInto the exhaust jet. I..ong yellow flames leaked out of the turbin~e

and the apparatus resembled rinre a flame thrower thin a turbine. The mal-

functioning of the combustors was substantiated by temnerature indications on

the metal surfaces and the formation of lampblack depositions.

The engine was started, as are jets today,by means of a starter engine whose

purpose was braise the rotational speed to a value where the pressure increase

produced by the compressor would be sufficient to allow combustion. It was

then hoped to remove enough power through the turbine to drive the compressor

and have enough left to produce thrust. Although self-sustained operation was

not achieved, the starter engine was greatly unloaded, indicating that a

significant amount of power was being extracted by the turbine, in spite of the

combustion problems.

The lack of total success in the initial experiments had a curious effect on'

the participants. Von Ohain, a natural optimist (a very useful and to some

degree necessary trait for a researcher) was keenly disappointed. Max Hahn, on

the other hand, was a dour and normally skeptical man who in this particular

instance seemed quite positive and optomistic. He expressed hope and optimism

in view of the fact that the drive motor was greatly unloaded and that the flames

came out at the right place with seemingly great speed. Whether this change in

normal personalities was a natural occurrence or whether it was an effort on the

part of Hahn to balance the disappointment c' the young von Ohain is not clear.

What is clear, however, is that in time of adversity, the pair which originally

complemented each other in a technical sense now also seemed to do so in a

psychological sense.

Search for development & support

These tests indicated to von Ohain that fundamental combustor investigations

and systematic developments were necessary which would require time and money

16



exceeding his private means. Again, Prof. Pohl came to his rescue. In a very

cordial discussion, Pohl declared that he was convinced of the correctness of

von Ot•ain's analysis and of the great future potential of jet propulsion.

However, Pohl suggested that industrial support would be necessary and

efered *to give him a recommendation letter to any company of his choice.

Since Pohl was widely respected in German industrial circles, such an offer

was not to be taken lightly.

At this point in his career, von Ohain was confronted with the very critical

choice of how and where to pursue his ambition of building a jet engine. The

manner in which this choice was made provides great insight into the intuitive

psychologic3l understanding he possesses, especially since his reasoning was borne

out some time later by events.

He chose, not a large engine manufacturer with high powered technical

support personnel and the correct expertise to solve the types of problems

which were likely to arise in a new engine d3velopment, hut rather an airplane

company which did not even manufacture engines, the Heinkel Corporation. Asked

today why he chose an airframe manufacturer over an engine manufacturer to

support the development of his new jet, his answer and reasoning are fascinating.

"I thought that the engine industry would be negative toward a gas turbine

development. I therefore suggested the Heinkel Corporation, since Ernst Heinkel

was the sole owner of his airplace company and his unconventional thinking and

enormous interest in the development of high speed aircraft were generally

known." 3

311I learned later that my belief about a negative attitude of the engine
industry toward jet propulsion was very true; even the Air Ministry had
great difficulties to persuade the engine industry to accept generous
contract offprs for jet engine develo~nnent."

17
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Heinkel was indeed interested in high speed flight. Unknown to von Ohain,

Heinkel was already engaged in a development project on a rocket powered airplane

led by another young German engineer, Werner von Braun.

Direct contact with Heinkel was also an important aspect of von Ohain's

decision. He was concerneJ about the inertia in large enqine companies. Much

of the problem was due to the engine companies tremendous investment in tooling

that would be upset by a concept such as the gas turbine engine whose construction

would be radically different. In the same way, the enormous retooling costs in

a modern industry such as the automotive industry causes a natural aversion to '1
innovation. In addition, von Ohain recognized the need to be able to influence

high enough company levels to reach the person with authority to make far

reaching decisions. In his dealings with Heinkel, he strived to maintain the

direct contact to avoid such problems at a later date.

An additional motivation for von Ohain's association with Heinkel was his

love for the area near the Baltic Sea. The company was located in Warnemunde

at that time and later moved to an area between Warnemunde and Rostock. Von Ohain

had spent the summer of 1932 as a student in Rostock and enjoyed it tremendously.

The primary motivation for choosing the Heinkel company was, of course, based

on the observations mentioned above, but it was fortuitous that his choice of

location was simultaneously satisfied.

Prof. Pohl's Letter

True to his offer, Prof. Pohl wrote a letter of recommendation to

Dr. Heinkel. In it he referred to von Ohain's "extrodinary ability to apply

his physical knowledge to technical application." He pointed out von Ohain's

prior success in his dissertation, where he envisioned constructed and tested

a device which converted acoustic pressure oscillations into oscillations of
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light intensity. lhis device was patented by von O'ain and subsequently purchased

by the firm of Siemans and Halske for application to military signal use.

Having thus identified his student as a practical man, he discussed

his latest work. "Now he has developed another idea which I consider to be

much more important, namely a discovery to power an airplane without a propeller."

Not only that, stated Pohl, but "he has carried through the calculations"

and "has taken practical construction into account." The only reason he was

writing to Heinkel, Pohl continued, was because he believed that such a

development can only be accomplished in industry. Although he conceded that

Heinkel must oftenbe bothered by offers of foolish projects, Pohl emphatically

pointed out that this one concerns a "physically well founded" concept and it

was to make this clear that he, and not von Ohain,wrote the letter.

Ernst Heinkel

Ernst Heirkel, ever ready for new ideas and extremely anxious to be at

the forefront of the development of fast aircraft, responded quickly. He

invited von Ohain to meet with him at his villa near Warneminde on the Baltic

Sea. After some preliminary discussion Heinkel arranged a conference for

von Ohain to present his jet engine proposals to a group of Heinkel's leading

engineers. They were to decide the merits of the proposal and report back to

Heinkel.

Not surprisingly, the engineers were undecided due to the conflicting

positive and negative aspects of the concept. They were dismayed at the fuel

consumption rate of the proposed jet engine but the power to weight ratio of

the turbo jet was acknowledged to be potentially better than that of the

propeller-piston engine. This was very significant due to the large percentage

of the overall airplane weight dedicated to the engine.
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In addition, Heinkel's two foremost aerodynamic designers, Siegfried

and Walter Guenther emphasized the need for high power output per frontal

area (more than 2000 equivalent horsepower per square meter of frontal area).

They also acknowledged the importance of abolishing the propeller in view

of future high-speed aircraft. Thus, it was clear to some that the propeller-

piston combination had inherent limitations in terms of speed and that these

could potentially be overcome by the proposed jet. Of course the jet had not

yet operated so this was considered by others to be wishful thinking.

Von Ohain proposed to the group that the jet engine could also be utilized

for the generation of direct lift. That is, instead of accelerat 4 ng the

airplane on a runway until the speed was sufficient to generate the required

lift, suppose the engines are installed such that the thrust is vertical.

This is attractive in the jet engine case due to the high thrust to weight

ratio and especially so for the flat "pancake" shape of the radiAl compresser-

turbine combination because its shape was suitable for installation in the

aircraft wing. Heinkel's engineers were not enthusiastic about the direct

thrust application of the jet. This is understandable when one considers

that a direct thrust vertical take-off aircraft was not operational until

the British "Harrier" in the late 1960's.

Contact with Heinkel

Since his engineers did not reject the idea of jet propulsion outriqht, and,

in fact, noted several positive aspects to the proposal, Heinkel decided to

gamble on the potential of the concept. He entered into two separate contracts

with the young scientist (at von Ohain's insistence). The first was an employ-

ment contract, beginning 15 April 1936, while the second was a royalty agreement

for a portion of the proceeds from any eventual sale of the engine to be developed.
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Von Ohein also wanted Max Mahn to be employed in the development proqram,

although he was by no means certain that Hahn would be willing to leave his

stable employment at the Bartels and Becker garage. Hahn's position became

somewhat of a stumbling block because Heinkel's Employment Division reasoned

that he would be too much of a responsibility for von Ohain, in view of the

uncertainty of the outcome of the jet engine development proiect. Heinkel

oriqinally stayed out of this situation. However, when it threatened to affect

the project he interceded. He pointed out that the hesitation was ridiculous

since his company could always use a good mechanic even if the project were not

to prove successful. After these difficulties were resolved, von Ohain

approached Hahn, who aqreed to join him at Heinkel. It should be pointed out

that such changes in position were not taken lightly in mid 1930's Germany.

Thus Hahn's decision expressed very significant confidence in the eventual

positive outcome of the project.

Heinkel wanted to keep the jet development apart from his aircraft

organization with the qoal to form a separate qas turbine division in the

event that the early phases of jet engine development were successful. For

this reason a clause was written into von Ohain's employment contract requiring

that he report directly to Heinkel for the jet enqine development. For the

purposes of security (both company proprietary and national security), the

project was called "Sonder-Entwicklung* or "Special Development" and the jet

designation dropped. For the same security reasons Heinkel wanted the location

of the "Special Development" to be separated from the rest of his company,

and so a temporary small buildinq with an adjacent semi-open test stand was

erected a considerable distance away from the main building complex. This

building provided working space for eight people. Surrounding the buildinq was

a wooden board fence abcut a man's height. There were simple locks at the
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gates and, although the arranonemt was worked out with the resident military

security officer, the facility would have presented little challenge to someone

attempting to breach the security precautions. After the building was finished

(early June 1936), Heinkel detailed Max Hahn and Dip. Inq. Wilhelm Gundermann

and two draftsmen to the project.

Heinkel'.• desire for internal security was prompted by his objective to be

first in the jet propulsion field and, as he explained to von Ohain, that

he wanted the jet engine developawznt to remain his own enterprise without

government sponsorship. He was extremely anxious to fly with jet propulsion

as soon as possible and chose a technical goal of an engine with a thrust of

600 kg (1320 lbs.). He ordered an immediate start on the design of such an

engine, including the requirement that it be suitable for flight. Thus the

engine could not be an experimental "boiler plate" version (in which the

construction materials and their weight would not be significant, only the

performance would be measured). Flight compatability required that the engine,

in addition to meeting the performance requirement (in terms of thrust) would also

need to be lightweight, compact and with a very limited frontal area. In

addition, Heinkel decreed that ground testing for the new engine should begin

in about one year, resulting in a goal of about June 1937.

A development strategy

Von Ohain recognized immiediately that the goals and time limits outlined

by Heinkel would not allow for an orderly scientific methods as he had planned.

His early tests inGottlngen had clearly demonstrated that a basic difficulty

was the poor combustor performance. Since the combusticn process was not

complete in the combustor but rather proceeded into the turbine region (and

for that mrtter also into the engine exhaust), the full energy was not available
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in the turbine flow and therefore the amount necessary to drive the compressor

was not being extracted. His original plan had been to first develop a well

functioning combustor and,based on that, to bemin to design an engine around the

combustor.

The original plan had to be scrapped for three reasons; von Ohain's

rather tenuous position in the Heinkel Corporation (his position depended on

the ongoing success of the project), the political climate (unemployed men

were almost immediately drafted into the army) and, most important of all, the

great impatience of Heinkel However, he realized that to proceed exactly as

Heinkel had directed to a flight-worthy engine would he a very poor gamble

since another encounter with a poorly functioning combustor would almost certainly

mean the end of the turbojet project.

Scientific understanding alone is insufficient to solve such a problem.

A successful strategy requires psychological insight, since the major constraints

described above drive the technical aspects of the progrdm rather than the other

way around. Thus the choice of an approach to the technical problem is as

important as the actual solution of the technical problems.

Von Ohain's approach was in two phases; one phase to satisfy the immediate

pressures and qive himself time for the second phase to be completed in a more

systematic manner. The first phase was to build very quickly a simple jet engine

which would bypass the problems associated with the combustor and yet demonstrate

the jet principle in a very convincing and impressive manner. The second

phase was, a longer term and systematic gasoline combustor development. The

phases overlapped since at the beginninq of the project, Phase I received the

majority of the attention but the preliminary component tests for Phase 1I

needed to be initiated. Von Ohain was convinced, based on his understanding
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r*W~ of Heinkel, that a successful demonstration of a jet enqine (even short of a
flight worthy model )would assure him of the necessary time required for the

development of a combustor and flight engine.

The hydrogen engine

The chosen design for an engine of low development risk was the combina-

tion of radial outflow compressor and radial inflow turbine. This was the

same concept as the initial test in Gdttingen and was chosen for essentially

the same reason; namely to avoid (at least for the time being) the additional

development problems associated with an axial flow device, especially the

matching of the turbine and compressor and the effects of multiple stages.

The early Gdttingen test had shown that the combustion nf the gasoline

was too slow and thus occurred in the turbine and exhaust as well as the designated

combustion chamber. This problem was to be treated in Phase TI. For Phase I

von Ohain chose gaseous hydrogen as the fuel because of its known properties

of a very high di~fusion speed and a very wide fuel-air concentration range

over which combustion is possible. Thus the risk Involved in Phase I was

minimized since the hydrogen properties were expected to allow relatively

complete combustion before the entrance to the turbine. In this way the full

fuel energy would be added before any energy was extracted by the turbine.

The turbine energy extraction was therefore expected to be more successful and,

in particular, enough energy was expected to be available to drive the

compressor and make the engine self-sustaining.

Von Ohain had already conceived a hydrogen combustor which he was

sure would function very well and not need any time consuming preliminary tests.

It consisted of a large number of hollow vanes with blunt trailing edges placed

p within the airduct between the compressor stator exit and the tu"bine stator
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inlet as shown in Figure 7. The gaseous hydrogen was ducted into the hollow

vanes and was injected through a number of small holes along the blunt trailing

edge into the wake behind the vanes.

Von Ohain's attention was primarily occupied by the desiqn calculations

for the hydrogen combustion engine and its actual ldyout as well as the

concepts and preliminary design of the gasoline combustion chamber. Gundermann

and Hahn worked on a design concept using spin-parts riveted to ring flanqes.

Spin parts are axisymmetric shapes formed out of sheet metal by turnina and

forming the metal on a special lathe. This method was commonly used for

aircraft fuselage construction. Thus the spin parts, supportad oy flanaes,

were to form the shroud and flow ducts of the engine. Gundermann made the

detailed mechanical calculations of the sheet metal rotors and discs. The

Heinkel Corporation was, as an airframe company, well equipped to quickly produce

large spin-parts, but was unable to manufacture the rinq flanges and the rotor

discs. Because of their size, these parts had to be manufactured in a nearby

shipyard. The smaller compressor and turbine parts were produced in the

company's machine shops.

During 1936, the highest priority was placed upon the desiqn and con-

struction of the hydrogen demonstration engine, desiqnated the He.S.l and shown

in Figure 7. The completed engine was installed in the test bed about the end

of February 1937. The exact date of the first run with hydrogen fuel is not

certain. It may have been in late February or early March. Most of tho

Heinkel wrote in his memoirs that the first run of the hydrogen engine
He.S.l took place in Sept. 1937. This date is definitely wrong because I

remember several comments in which nine months from the beginning to the
first run were emphasized. In addition, I recall that water puddles in the
vicinity of the jet made the demonstration very impressive. During March

and early April we often had night frost, and prior to our first demon-
strations to Heinkel's top engineers and important visitors, the test mechanic
cracked the thin ice coverage of the puddles."
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hydrogen test runs were completed by April 1937.

The hydrogen engine fully met their expectations and was a great success.

It reached the anticipated performance and handled very well in acceleration

and deceleration, probably due to the relatively small moment of inertia of the

compressor and turbine rotors and the great stability of the hydrogen combustor

over a wide operational range. Most important of all, the psychological effect

was enormous, Heinkel and his engineers suddenly believed firmly in the feasi-

bility of turbojet propulsion, and von Ohain's position in the company was now

very secure. It also was a considerable morale boost to -on Ohain, Hahn,

Gunderman and the rest of the development team, which at this point numbered

only five people plus the construction support at the Heinkel corporation and

the nearby shipyard.

The development team

As evidenced by their success, the team of von Ohain, Gundermann and Hahn

worked very well together. Each had his particular area of strongest technical

interest and competence: Hahn in manufacturing techniques and combustion

experimentation; Gundermann in stress analysis and mechanical design. He also

was head of the group of draftsmen. Von Ohain gave the overall technical

direction, such as utilizing hydrogen for the first test engine and establisning

the program for the combustor development. He also made the layouts for the

test engines, specifically the thermodynamic analysis and the internal aero-

dynamics, and became versed in the design techniques of axial flow compressors.
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Von Ohain several times attempted to discuss aerodynamics with

Gundermann, who expressed no interest in the field although he was very

competent in stress analysis. In order to clarify and enlarge on his ideas,

von Ohain needed to discuss the aerodynamic problems involved in the gas

turbine. This he did with Professor Helmwold, Head of Heinkel's high speed

wind tunnel, who was a marine engineer well known for his work in anti-

cavitating propellers. This branch of fluid mechanics was really the first

to experience problems with compressibility. Due to the combined foreward and

rotational speeds, the tips of the propeller reached high speeds and it was

there that compressibility effects first appeared. The conversations with Helmwold

were very valuable and it was from them that von Ohain learned the tricks of

axial flow compressor design.

As pointed out earlier, Hahn had no formal training in his areas and was

essentially self taught. Moreover von Ohain, trained as a physicist, had never

taken a course in thermodynamics and was completely self taught in that field.

He had, honiever, , minor in aerodynamics and had studied under Professors

Prandtl and Betz at Gdttingen, the best aerodynamics institute in the world

at that time.

Von Ohain had a strong personal relationship with Prandtl in addition

to his taking a minor in aerodynamics. They sometimes went skiing together

in the Hartz Mountains near G6ttingen. PrP;,dtl had tremendous insiqht into

fluid mechanics. He was able to present the information clearly and concisely

even though he stuttered and deliberated slowiy.

One project in which von Ohain participated with Prandtl was an investi-

gation of why cats always seem to land on their feet. There was some

suspicion that it could be an aerodynamic effect. This possibility was
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quickly negated by the fact that a cat could land on its feet even when re-

leased from an inverted position only a foot or less above the floor. An

aerodynamic effect would take far too long for it to be responsible. The

suggestion was made that the effect was caused by the swinging of the cat's

tail in the opposite direction to the motion. Observation also showed that

this was not the cause of the phenomenon. The effect was finally traced to

a muscular reaction in the cat's back which caused the cat to twist appropri-

ately In the air.

The very advantage of being outside the aircraft engine establishment,

which had led von Ohain into the Heinkel company in the first place, now

began to show some negative aspects. Heinkel had the attributes of being

farsighted and ambitious for his company. However, he lacked the technical

insight required to fully appreciate the difficulty of the jet engine develop-

ment. Thus he did not clearly see the support necessary for such a project.

He had lived and worked through the days of wooden aircraft with fabric wings

where very rapid building and rebuilding was possible. This was no lonqer

the case with the jet engine. Any substantial design changes would require

far more time to construct and implement.

Heinkel also believed in the principle that one first demonstrates the

ability to do something and then asks for more support to achieve further

objectives. This steDwise was fine for some projects but in the case of the

jet engine development it was inappropriate, as von Ohain and others attempted

to tell him. In order to move on with the required speed and attention to

detail, they needed more engineers, especially specialists in materials,

manufacturing (machining and casting processes) and controls. These people

were not available in the Iteinkel cowalny and were also very scarce in the
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overall economy. Even after Heinkel was convinced, it was several years

before he obtained the necessary personnel. Thus the lack of corporate

inertia which made it possible for von Ohain to demonstrate the feasibility

of the gas turbine engine appeared again as less than the critical mass

required for Its timely development.

JAUIttal gesoltne powered tests

After the successful demonstration of the He.S.l, Heinkel exerted a

strong pressure for an accelerated flight engine program. As verified by

the hydrogen tests, the basic component required was the gasoline combustor

development project which was already underway at a lower priority level than

the hydrogen engine. A component test facility was established with the

installation of a two horsepower Sirocco blower with controllable bypass so

the flow in the combustion chamber could be varied.

Installing segments of annular combustors in what was really a combustion

wind tunnel~the effects of various parameters on the combustion proccss could

be determined. The questions to be answered in this facility included:

a. What is the influence of the shape of the chamber on the con-
bustion?

b. Are flame holders required (to reduce the local velocity to a
point where the flame will stabilize in one position) and if
so what is a good design?

c. How can air be gradually added to the combustion process in
order to more precisely control the fuel-air ratio?

d. In what way can the combustor volume be redulced for a given
pressure and fuel flow?

e. How can the total pressure drop through the combustor be mini-
mized.

The injection of the fuel into the combustion chamber was,of course,

a critical problem. The fuel and the airflow had to mix very rapidly in

order to allow combustion to take place in the very limited confines of the

combustion chamber. Two methods of introducing the fuel into the combustion
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chamber were investigated. One was the generation of gasoline vapor and its

injection into the combustor. This required a high pressure vapor which was

produced by an electrically heated pressure boiler. This method appeared

promising because the vapor could be expected to diffuse rapidly in the air.

The second method considered was the introduction of gasoline as an

atomized liquid through a very small pressurized nozzle. This technique

would have the advantage of relative simplicity because it would avoid

the necessity for the fuel boiler.

The 'Intensified combustor program, beginning in May 1937, produced

an excellent operational combustor in less than a year. By early 1938,

a very low pressure drop combustor was available. These combustors worked

best, however, with gasified fuel. The tests with atomized liquid fuel still

exhibited some difficulties during starting and low-speed operation which were

later overcome. Max Hahn's automotive background made his assistancE: especially

effective i-n the experimental phases of the combustor development program.

Aside from the combustor problems a maJor difficulty with the flight engine

lay in the need for achieving a high mass flow and high component efficiencies

of compressor and turbine. The high mass flow was obtained by an unconventionally

large ratio of compressor rotor inlet diameter to rotor exit diameter. Normally

sch a compressor configuration would result in a very large inlet losses caused

by excessively high Mach numbers and too large inlet blade curvatures. Von Ohain

tried to reduce these losses by means of an axial inducer stage which gave the

inlet flow both a precompression and a prerotatlon, thereby substantially

reducing the Mach number and curvature of the rotor inlet blading. The

inducer stage, showin in the schematic of Figure 8., is really the f~rst

step toward an ixial flow compressor. A more detailed view is presented

in the engine layout of Figure 9.
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The performance of this engine, the He.S.3 is shown in FigurelO in

terms of thrust and specific fuel consumption as a function of flight

velocity. The maximum thrust of 500 kg. ( 1100 lbs.) was especially

significant in view of the engine's weight, also equal to 500 kg.

The front combustor

Comparing the gasoline engine of Figure 8 with the hydrogen powered

engine of Figure 7, it is obvious that the combustion chamber has been moved

to a new position. This change occurred in late 1937 when von Ohain was working

on various layouts of the flight engine and Max Hahn suggested to him an idea

,jf arranging the combustor in the large unused space in front of the radial

folow compressor. He pointed out that this would greatly reduce engine length

and total weignt. Von Ohain considered this to be an excellent idea and could

see many additional mechanical and aerodynamical advantages. He incorporated

Hahn's suggestion in the layout of the flight engine and worked out the

aerodynamics of the air ducts and the mixing of the combustion products with

the bypass air.

The front combustor configuration, as it was called, was important since

it allowed an increased combustor length without increasing the engine length

or frontal area. Von Ohain was especially pleased by the significance of Hahn's

contribution. As he recalled, "In view of the initial difficulties I had with

Max Hahn's employment, it gave me great satisfaction to notify the Patent

Division of Hahn's proposal." The company proceeded with an international

patent 5which appeared with Hahn as the sole inventor. This is another concrete

example of Hans von Ohain's character. He certainly would have been justified

to add himself as a joint inventor, due to the contributions required of him

to transform the concept to an actual workable design. However, he felt strongly

that Max Hahn should be recognized in his own right.
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Figure 10. Performance of the He.S.3.
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The deadline for the flight engine was set for early spring 1939 and

therefore the design had to be frozen (fixed for construction) in about early

summer 1938. At that time the combustor with atomized liquid fuel injection

was not working entirely satisfactorily; therefore, the internal fuel gasifica-

tion system was employed for the first flight engines. Its design and layout

is shown in Figure It. An independent accessory drive was planned for the

first flight engines. Later engines would use the atomized liquid fuel

injection system powered by a mechanical accessory drive operating off the

engine and developed by Gundermnn.

An early series of test ws undertaken with the He.S.3A engine mounted

beneath the fuselage of a Hell8 piston engine experimental bomber. This

engine's turbine eventually failed after being exposed to the hot combustion

products for many flights. However, the data collected led to an improved

design, designated the He.S.3B. This was the engine installed in the world's

first turbojet powered aircraft, the He 178.

The Design of the He 178

During th, last months of 1937, the Guenthers had begun preliminary

design studies of the first jet propelled aircraft and projected a required

thrust of (1100 lbs.) 500 kg. This aircraft was, in many respects, an

experimental aircraft for demonstration of the principle and the characteristics

of let propulsion but already contained provisiors for some armamert.

About early 1938,the detailed design of the He 178 began. Gundermann

made essential contributions to the shaFe of the air inlet, and the air

The Encyclopedia Britannica speaks of a joint patent of Max Hahn and
Hans von Ohain. This is incorrect: Hahn was the sole inventor of the"Front Combustor" configuration. The von Ohain patents had bpen appliedfor several years prior to Max Hahn's patent application."
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and exhaust gas ducts. A schematic of the aircraft showing the duct and

engine locations is shown in Figure 12. The engine was in the fuselage with

the inlet at the nose of the craft as shown in Figure T3 a side view of the

actual aircraft. The inlet air duct passed under the cockpit and then curved

up to the engine mounted in the aft section of the craft. In this position

the engine frontal area was not a problem since it fit within the fuselage.

However, this position resulted in a rather long tailpipe. A single fuel tank

was mounted behind the pilots seat.

The wingspan of the first turbojet aircraft was 23 ft. 7 1/2 in. of

basically wooden construction. The fuselage was constructed in a duraluminum

monocoque fashion with a length of 24 ft. 6 1/2 inches. The aircraft height

was a 6 ft. 10 3/4 inches with a wing surface area of 97.95 sq. ft. Additional

views of the He 178 are shown in Figure 14-17.

After the completion of the engine and airframe in the late spring 1939,

the net thrust was considerably below the anticipated 500 kg. Therefore,

a takeoff from the relatively short company air field was not possible. A

number of internal engine adjustments were made, specifically in the exchangeable

compressor-diffuser and turbine stator. In August the engine performance

reached nearly the anticipated values. On the 27th of August, 1939, Heinkel's

test pilot Erich Warsitz, made the first successful flight.

The First Turbojet Flight

The world's first flight of a turbojet aircraft took place shortly after

sunrise on a beautiful morning near the Baltic Sea. Captain Erich Warsitz

took off from the Marienehe airfield at about 6:00 A.M. The He 178 with its

He.S.3B engine rose smoothly and relatively quietly into the air, Although

the plane was designed to operate at 450 mph, Warsitz held it below 200 mph
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because he wanted the gas turbine to run as cool as possible. After the

flight he said he could have flown much faster, which he later did. The initial

flight totaled a distance of roughly 50 miles, mostly at an altitude of between

2.000 and 3,000 feet.

Although the weather was beautiful, there was a heavy early morning

fog. The observers of the first flight thought the pilot was enjoying himself

because he made several passes at the field. Actually, Warsitz was having

trouble trying to get down through the fog. The landing was successful and

a pleasant celebration followed for the 60 to 80 people whq witnessed the

flight.

Von Ohain later learned from Helmut Schelp at the German Air Ministry that

German courter-intelligence had determined that an Enqiish spy had witnessed

the first flight and that the information was available in London two days

later. Tne spy need not have been included in the group watching within the

plant. He could simply have seen the airplane flying without propellers and

could have, for that matter, lived at the local hotel. The Air Ministry was

rather upset that Heinkel had allowed the flight to take place from a non-

secure airfield.

Even without the question of spies, the project received a lot of attention

within the company. It was listed in the company telephone directory under

"Sonder Enwickelung" anc thus prompted a substantial curiosity among the other

Heinkel employees. In addition, the test stand was near enough for the turbine

noise to be heard. The workers didn't know what it was, but guessed that it

was involved with power and propulsion. The attention was a source of enjoy-

iihent to von Ohain's co-workers.
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First Turbojet Debrieflna

A substantial amount of information was produced by the first flight,

especially in the form ot a substzitiationof expected behavior. There were

no particular surprises and the engine functioned rather coosely to expectation.

For example, it had been predicted that the turbine inlet temperature would

be reduced in flight as compared to ground testing. This was verified and

therefore more accurate predictions of future flight performance were possible.

The design procedure for the air inlet was also verified by the flight test.

The main corrections to be made did not involve the engine at all but rather

the airframe itself. There were some problems with the external aerodynamics

and some difficulties with the landing gear, including some instabilities.

The pilot's response to the turbojet was very interesting. Von Ohain's

group was amused by the fact that Warsitz had a false sense of security due

to tke lack of the normal shaking and rumbling produced in the cockpit by a

reciproc:ating engine. The absence of vibration and noise -- like an electric

mot(r increased the pilot's comfort and lulled him into a false sense of

security. These factors were, of course, to make the jet engine very attr'active

to commercial aviation in later years. The pilot was also pleased by the fact

that the turbojet aircraft did not exhibit the torque thAt is normally evident

in a propeller powered airplane.

In all, the first turbojet flight was a great success. Not only could

a jet engine produce enough thrust to power an aircraft but the engine was

compatible with the aircraft requirements and indeed produced a smoother,

more comfortable flight. Having successfully demonstrated the first turbojet

powered aircraft was, however, not enough to gain Heinkel's company the support

of the German Air Ministry.
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The Air Ministry

In order to understand the reaction to the first suý,cessful turbojet fliqht

and the subsequent events it precipitated, it is important to first examine the

C.rman Air Ministry's plans and actions. Circa 1937-38, there was no consensus
within the German Air Ministry concerning turbojet propulsion possibilities.

ihe position of many of the higher echelons was one of indifference prompted

by lack of technical understanding and vision. In contrast, the technical

division which dealt with advanced propulsion systems was a strong proponent

of turbojet development. This division was first headed by Hans Mauch and

later by Helmut Schelp. Both were convinced of the enormous future potential

of turbojet propulsion. Both men were aware and kept abreast of Heinkel's

efforts -- which certainly were encouraging. However, both were seriously con-

cerned whether Heinkel, who was only an airframe and not an aircraft enline

manufacturer, could succeed with production engines. Their concern was due to

the fact that the Heinkel Corporation employed insufficient numbers of experienced

engineers and designers in the field of aircraft propulsion (especially accessories

and controls), and lacked facilities such as enqine component test stands, a

materials laboratory, foundries, and suitable machine tools.

Mauch and Schelp considered it an intolerable situation that the enormously

important turbojet development should be handicapped and delayed by He'nkel's

shortcomings, while the aircraft engine industry (Junkers/Dessau, BMW and

Daimler-Benz) with its excellent equipment and competence remained uninvolved

in turbojet engine development. In their efforts to correct this situation, Mauch

and Schalp were faced with one major problem, namely that the aircraft engine
industry was not interested in turbojet engine development, presumably because

of its low efficiency.
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The situation was especially curious since the Air Ministry was perfectly

willing to provide very substantial amounts of government funds to encourage

the companies to pursue the turbojet. The engine companies, however, were

experiencing an extreme shortage of engineering and technical personnel

due to the general munitions buildup preceeding World War II. For that reason,

they exhibited little enthusiam for devoting their technical resources to a

project in which they saw little promise, even if the fundirg was available.

In 1938, the Air Ministry finally succeeded in their negotiations

with Junkers and BMW concerning the development of axial flow turbojets, while

Daimier-Benz remained disinterested. These negotiations were not without

amusing incidents. For example, Professor Mader, top manager of the Junkers

Aircraft Engine Division stated that the "nonsense" of jet engines should

never come into his company, and furthermore, he had no turbomachinery

competencc in his company. The Air Ministry pointed out to Mader that

Dr. Anselm Franz, head of his turbo supercharger group,would make an

excellent team leader for the turbojet development project.

Therefore, roughly a year before the first turbojet aircraft flew Heinkel

already had two very strong competitors, each with a larger team, excellent

facilities, and an enormous competence in aircraft engine design.

Reaction to the first turbojet

While the interndl company reaction to the flight of the He 178 was

enthusiastic, the reaction of the Air Ministry was far more controlled. The

technical levels of the Air Ministry were pleased by the success but were still

not convinced that the Heinkel Company was the proper choice for the production

of a turoojet aircraft. This was due not only to the fact that there still remained

a tremendous amount of work to transform the prototype into a production engine
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but also that Heinkel did not possess the tooling to go into a full scale

engine production. In addition the Junkers and BMW axial flow engines were

making rapid progress.

The upper levels of the Air Ministry, personified by General Udet, were

even less interested. They did not expect war with England or France and thus

saw no need for an aircraft of the turbojet type. Immediately after successful

completion of the first flight, Heinkel invited high ranking officials to a

demonstration. This demonstration took place in the fall of 1939. The praomatic

and indifferent attitude of his visitors was a vwry groet disappointment to

Heinkel, who could not detect even a glimmer fr,)m his guests that what they had

seen might mean th2 beginning of a new era in powered flight.

The technical levels in the Air Ministry, especially Shelp, realized that

Heinkel could not develop into an engine manufacturer. Moreover, even if it

were possible, they did not want another engine manufacturer. They felt Heinkel

shculd receive credit for a major advance but should give up the further develop-

ment of the gas turbine engine to the engine manufacturers.

Heinkel was a man accustomed to dealing with the upper levels of the

Air Ministry. He could not relate well to the technical levels and considered

them to be of no consequence. This attitude did not, of course, aid him in

this case, since the upper levels were indifferent to the turbojet development

and the technical levels were dissatisfied with his engine manufacturing

potential. This point was resolved by Heinkel's later acquisition of an engine

mnufacturer.

Proposal of the He-280

In spite of the fact that the Air Ministry did not look favorably on

Helnkel's plans to manufacture an aircraft based on the He 178, the success
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of the first turbojet airplane could not be ignored. Heinkel actually had

successfully accomplised the first major stepping stone toward his

goal; to independently reach a stature in aircraft gas turbine engines

and, consequently, acceptance by the Air Ministry. When, in late 1939, Heinkel

proposed a new turbojet fighter designated the He 280 with two new HeSB

turbojet engines, the proposal was accepted by the Air Ministry.

The He-280 was the result of long review and planning sessions involving

Heinkel's new technical director, Lusser, von Ohain and Heinkel's project

office. It was concluded that a single engine turbojet fiqhter of the He 178

type was much inferior to a twin engine turbojet fighter with the two engines

externally mounted under the wing. Heinkel promised the Air Ministry a target

date of early 1941 for the beginning of flivht testing.

Due to the external engine installation design for the He-280, a small

engine frontal area (or diameter) is a requirement. Therefore, the preferrable

engine design would be the axial flow type rather than the radial compressor-

turbine combination of the He.S.3. However, the target date of early 1941,

left only i total time span of about one and one-half years for development

and ground testing of the new engine. Meanwhile, Heinkel's two axial flow

competitors, Junkers, and BMW, had been working on their development for

m ore than one year.

Development of the He.S.8

Because of the time constraints, von Ohain decided to adapt the He.S.3.

design and introduce only those changes absolutely required for a significant

reduction in eigine diameter. A full development of an axial flow device could

not possibly be expected to satisfy the promise of flight tests in early 1941.

A parspective, cut-away view of the result4ng engine, the He.S.8, is shown in
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Figure 18. In this case, the radial flow compressor and diffuser are moved

farther apart. The front combustor is abandoned and the combustion chamber

fills the space between the compressor and turbine. In order to accomplish

combustion, the high velocity behind the compressor must be reduced. This is

achieved by a novel axial flow diffuser just after the outflow from the radial

compressor. A more detailed view of the impeller, compressor and turbine

rotors is shown in Figure 19. The engine installation under the wing is

illustrated in Figure 20,including the control linkage from the cockpit.

Ground testing of the He.S.8 began in February 1941, and soon a performance

of 1300 lbs. was demonstrated. However, von Ohain's group was plagued for

some time with turbine blade fatigue failures near the blade roots at the

turbine exit section. Nevertheless, despite the relatively short total

operational time, they could predict with reasonable confidence a lifetime

of up to ten hours for the engine. And so in April 1941, the He-280 flew

for the first time. An artist's conception of the twin engine turbojet in

flight is shown in Figure 21 taken from a Heinkel brochure.

During the subsequent t years von Ohain'$ engine team and Heinkel's

airframe group worked on improving the He-280. It was flown and tested by

many military and civilian pilots and ultimately considered an excellent

fighter aircraft. However, it lust in competition aqainst the Messerschmidt

Me-262 with Junkers Jumo 004 engines. The Me-262 was faster (in mid-1944 it

flow 624 MPH), and it had eavier wapons6

I believe the Me-262 was the first fighter in the world with a slight sweptback

wing. The reputation of Junkers as a very capable and reliable engine
manufacturer was also an important factor in the final selection. I don't
believe it was a loss for Heinkel, however, since large scale manufacturing
of turbo-jet engines in his factories would not have been possible at that time.
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Any comparison between the Heinkel He-280 and the Messerschmidt Me-262

must include the historical perspective. The engine in the Heinkel craft was

the He.S.8,a radial flow engine, while the Junkers Jumo 004 engine in the

Messerschmidt airplane was an axial flow type. The Jumo engine had the

advantage of two extra years of development time, since the development was be-

gun shortly after the successful demon'%tration of von Ohain's hydrogen powered

gas turbine in 1937.

The Junkers group had gone directly into the axial flow configuration duc

to its reduced frontal area and potential performance improvement in the case

of engines mounted outside the fuselage. That the axial flow device was the

preferable type was also clear to von Ohain. However, his time constraints were

too short to allow the development of an axial flow engine with all the attendant

matching problems between the compressor and turbine components.

Acquisition of the Mirth CorporStion

Heinkel's ambition to be both an airframe and engine manufacturer had

been thwarted in the past by the Air Ministry's reasoning that his corporation

did not have the hardware or the experience to build production engines. This

was, of course, a double edged sword since they could not obtain the required

experience without producing engines. Heinkel, however, was not to be denied.

Prior to the development of the He-280, he worked out an agreement with the Air

Ministry to allow him to acquire the Hirth Aircraft Engine Corporation, located

near Stuttgart, after the first successful flight of the twin engine Jet.

The approval of the Air Ministry was essential to the acquisition and from

their point of view it made sense. The Hirth Company built small aircraft engines

for general aviation and turbo superchargers for larger engines. The owner had

died and the sale of the cowpany to Heinkel would encourage more activity and
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competition in the engine field. For Heinkel, this was the second and most

important step in his attempt to become a gas turbine manufacturer. He would

obtain the necessary manufacturing facilities as well as the firm engine

technology foundation including experts in the various peripheral desiqn fields.

The actual transfer of the corpov tion took place several days after the He-26O

flew. The credit for Heirkel's suic-essful entranct into the aircraft engine

business is due primarily to Hans von Ohain. It was his development of the gas

turbine engine which led to the acquisition of the Hirth Corporation and

especially its engineers arid facilities.

Heinkel-Hirth Corporation

In 1942, von Ohain and most members of his team joined the newly created

Heinkel-Hirth organization. Integration of the former Heinkel team and leading

engineers of the former Hirth corporation proceeded very smoothly thanks to the

great skill and personality of plant manager Curt Schif. The new team's strength

with respect to the number of people and top engineering talent, highly experi-

enced and dependable support personnel and excellent facilities was for von Ohain

an almost unbelievable change from the mode oý operation over previous years.

For example, Dr. Max Bentele, a recognized expert in aeroelasticity was in

charge of component development and testing, including a 2000 hp compressor

research facility and Hatenstein was in charge of engine testing with a team

of skillful engineers and technicians.

At the young age of 31 years, von Ohain was a Director in the Heinkel Hirth

Corporation outside Stuttgart. Contrary t, the operations in Warnemunde, he no

longer had to worry about every detail. rhe operation grew more rapidly

than he had ever imagined. The engineers and mechanics now often made

detailed improvements in the engine without even consulting him. His
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K increase in responsibility was also reflected in a very rapid increase

in salary. However, although his income from salary and patent royalties

was very substantial, there was little that he could do with the money other

than immnediate necessities. The money devalued very quickly and even where

the money was available, the consumer goods were not.

Von Ohain had always shown a passion for sports carr N~ow that his

income was high, he chose a "fantastic" BMW sports car and ordered it. The

price was around 8000 Marks, which he paid in cash. Soon he learned that the

delivery time was one year. Not long thereafter he was notified that the car

was undeliverable and he could have his 8000 Marks back. "That money devaluated

very quickly and later on I could buy eight pounds of sugar for it on the black

market," he recalls.

The He S 011 Engine

With the combined resources of his former development team and the addi-

tional engineers obtained from the Hirth Corporation under his leadership,

von Ohain was charged with a new task -- to develop an axial advanced turbojet

designated as the 011. The thrust specification was 3000 lbs and was to be

obtained with a symmnetrically bladed axial compressor with one inducer stage.

The design pressure ratio was 5:1. As a reflection of the poor state of

affair of raw materials in Germany late in the war, the engine was planned to

be built without any alloys containing heat resistant materials such as nickel.

Thus the engine needed to have an air cooled turbine and thereby included some

of the very techniques which are presently being explored for turbine cooling.

The hollow turbine blades, developed by Dr. Bentele, may be clearly seen in

Figu.-e 22. The three stage axial compressor is shown in Figure 23 along with

the single inducer stage upstream. The overall 01l engine is shown in Figure 24
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By the latter part of 1944, the Oll had met its performance specifications.

It was, at this point, the most powerful and advanced engine in the world.

Large scale production was planned for Mid-1945. However, the 011 was destined

never to be produced in more than prototype quantities. The collapse of the

German war machine would spell the end of the gas turbine engine there.

THE POST-WAR YEARS

The End of Hostilities

In early 1945, von Ohain and part of his team were relocated from

Stuttgort to Kolbermohr, a small tow"n near Rosenheim. Some empty factories

were located in Kclbermohr due to the demise of a spinning business. The

aim was to erect i field type test facility for the 011 engine test program.

The facility construction only got to the point of rhoosing test sites and

making a very preliminery start on the accumulation of materials.

The group had very strict orders not to let the several Ol engines, which

they had brought from Stuttgart, fall into the hands of the Allies. If the

enemy were to reach a nearby city, probably Rosenheim, the engines were to be

burned. This indeed occurred and von Ohain himself took a hand in the

destruction of tne Oil engines in their possession.

To the superficial observer, this would appear to be a tragedy. A man

being forced to destroy the very devices in which he had invested such a

tremendous amount of time and effort. Von Ohain's response is fascinating.

Although they really had no choice other than to obey the order due to the

presence of devout Nazis, sometimes unknown even to those around them, they

would not have avoided bur, ng the engines even if they had the opportunity.

"We immediately envisioned the beauty of this situation," he recalls. "We

could rebuild the engines later on, possibly in Stuttgart. Thus the destruction
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of the engines was the insurance policy von Ohain's group needed.

Arrival of Intelligence Teams

With the end of the war, various intelligence teams passed through the

area in search for information. Each of the Allies had their own teams and

in some cases even the various services within a single country had their own

teams. Von Ohain's group had enough small extra parts and test results to

show the visitors, if they wanted to share the information. Such was not

always the case.

The quality of the intelligence teams varied widely. Some were extremely

arrogant and others threatened force in order to force the German scientists

to cooperate. The British teams, in particular, were inept. They were under

the impression that one had to shout at a German in order to get through to

him. One American Army team tried to intimidaLe the scientists by having a

sergeant carry a rifle beside the interrogator. It was disconcerting to them

that von Ohain only grinned because he knew they wouldn't shoot him anyway.

The best intelligence teams came from the U.S. Navy. They arrived in

jeeps with a tremendous amount of intelligence information already available

to them. They knew who was located in Kolbermohr and what it was they were

doing. The initial Navy team was headed by a Bill Bolay, who impressed

von Ohain with his technical ability. In addition, the Navy team knew how

to treat the German scientists in order to make them enthusiastic to cooperate.

The initial team was followed by one headed by Navy Captain Robinson, who

was very enterprising and well liked by the German scientists. The Navy made

arranqements with von Ohain and the remnants of his team to have them rebuild

the Ol engine under contract to the U.S. Navy. The question was never asked,

"Why did you ever burn those beautiful engines." The Navy people understood

that the orders were given from above and even at the end of the war they had
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to be obeyed.

The rebuilding of the 011 engines began in Kolbermohr but soon moved

back to Stuttgart. About this time, von Ohain resigned from the Heinkel

Corporation, since he could see that the system was falling apart and he

wanted to resign before the resignations were forced. In spite of the

situation the Corporation sent him a nice letter thanking him for his

services and accepting his resignation. The letter was not, however, from

Heinkel himself.

U.S. Navy Consultant

With his resignation, von Ohain became a consultant to the Navy. He

set up a little engineerinq office in Kornthal, a community outside of

Stuttgart. Thus, although he was no longer a Heinkel employee, he still had

access to the Heinkel-Hirth plant, in order to see what was going on tnerein.

The plant was headed during this time by a military officer, one of whom was

the Navy Captain Minter.

Various members of von Ohain's team left to work in other areas.

Max Bentele, for example, went to England at the invitation of the British.

Bentele had been in charge of component development under von Ohain in

Stuttgart. After two years in England, he returned to the Heinkel corporation

and did pioneering work on advanced static pressure exchangers. Some of that

work still has direct application today in the area of diesel superchargers.

He subsequently worked in the United States at Curtis-Wright Corporation on the

Wankel engine development and later at Avco Lycoming in conjunction with engines

for helicoptors.

Max Hahn, on the other hand, stayed with the Heinkel Corporation. After

the end of the war, the Corporation was split into a number of smaller companies

because there was nc longer a need for aircraft. Hahn became the Head of Manu-

facturing for one of these off-shoots of the original Heinkel Corporation.
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Also around this period, von Ohain was visited by a U.S. Army officer,

representing the Army Air Corps, the predecessor of the U.S. Air Force. He

wanted to convince von Ohain to come to Wright FIeld in Ohio. This was some-

thing that von Ohain really wanted, but the Naval Plant Manager, Captain Miller,

intercepted the Army officer and told him in no uncertain termis to go to Hell:

He told von Ohain "You stay here, you're under a Navy contract and I'll chase

every Army guy out!"

The consultation program came to an abrupt halt when the Russian news-

papers printed the information that the Americans were working with the Germans

on advanced engines. This was in opposition to the four power agreements reached

by1 the Allies after the conclusion of hostilities. Thus the Navy was directed

by Washington to discontinue the program. There were several 011's which had

been built and several others which were hastily assembled without being run

and shipped to the United States.

Operation Paper Zlip

Thus von Ohain was aqain without. support. Very soon, however, another

intelligence team arrived from the Army Air Corps. he was asked to come to

a certain location in Stuttgart, where they offered him a contract to come to

Wright Field, outside of Dayton, Ohio (now Wright-Patterson Air Force Base).

He was to be paid a salary in Germany and to be sent to the U.S. on a per

diem basis. The per diem was based on that of a junior officer and amounted

to roughly $6. per day.

A number of other German scientists were offered similar contracts under

the overall plan, Operation Paper Clip. The group was housed in an old

Visiting Officer Quarters complex located on the corner of Old Route 4 and

Col. Glenn Highway in Fairborn, Ohio. These quarters have since been removed

and the land is now part of the Wright State University Campus.
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It didn't bother von Ohain to come to the U.S. in a relatively low

level position compared with his level as a Director of the Heinkel-Hirth

Corporation and a mid-level contractor as opposed to the man in charge of

the foremost jet engine development program in the world. By his own

reasoning, he was still much better off than he would have been in Germany.

Besides that, he felt that since he needed to learn English and become

acquainted with the people, the 7ower level position would allow him more

time to do so. The contract arrangement also protected the inflow of

German scientists from the competitiveness of the Civil Service System.

For von Ohain, it was good to be in a position to do something for some

of his friends in Germany. As he says "You could send something to an old

professor or an old girlfriend." As many other people with friends and

relatives in Europe, von Ohain spent many weekends wrapping packages for

them. One of those who received packages was Ernst Heinkel, whose wife

needed coffee as a stimulant for a heart condition. Coffee was practically

impossible to obtain in Germany unless you had a friend outside the country.

EPILOGUE

Thus Hans von. Ohain embarked on a new career in the United States.

Consistent with his fruitful efforts in Germany, the American portion of

his career was highly distinguished and continues to this day. Roughly

a year after arriving in the United States, he joined the Civil Service

at a mid-level (GS-13 roughly) position. He contributed greatly to the

planning and facilities design that produced the Arnold Engineering and

Development Center in Tullahoma, Tenn. This facility is still the backbone

of the Air Force testing program. When Dr. Theodore von Karman and General

Hap Arnold called for the establishiaent of an Air Force research facility

to enable the Air Force to be a full partner in the technical areas of their
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interest, Hans von Ohain was one of the founders. The Aeronautical (later

Aerospace) Research Laboratories filled the void and von Ohain himself

contributed greatly with outstanding programs in electrofluiddynamic power

generation, a nuclear propulsion system and a thrust augmentation system for

vertical take-off and landing aircraft.

As Chief Scientist from 1964 to 1975, he also turned his interest to

the wide spectrum of scientific and engineering programs to benefit the

U.S. Air Force.

At the Air Force Aero Propulsion Laboratory from 1975 to 1979, he continued

his role of advocacy of high quality government programs to complement, the

F contract research programs. Following his retirement from government ser-

vice in January 1979, he has continued to work in the areas of propulsion

and has, in addition, expanded his efforts into the area of energy which

has always been of interest to him, even in the post-war years of interest

in very efficient engines.

Hans von Ohain's place in history is secure as the man responsible

for thp world's first turbojet powered flight. Over the years he has

received many a~wards and honors, including the AIAA Goddard Award and the

Air Force Association's Citation of Honor. He has given many important

lectures and published numerous technical papers, but Hans von Ohaln's

claim to lasting fame is his ability to bring an earth changing concept

to practical fruition in spite of strong opposition and against tremendous

odds.
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-'LL[r.IROFLUID DYNAMICS: T1L1; ROLE OF HANS \= OiI0iE- !

Frank Wattendorf
1\Iur ice Lawson

In the late 1950's, with the advent of space as the new frontier,

the United States Air Force, among others, became strongly interested in

"Y o explorin ig future potiLutialities of relevant specific phenomena. At that

tine, Dr Hans von Ohain was especially concerned with the overall spectrum

of energy conversion- especially for req ion.ý hithertu relatively unexplored.

Of special interest to him was direct conve.-sion of fluid dynamic energy

to electricity, without moving parts. This process gave promise of compact,

low we-ight power systems combined with long endurance and low maintenance.

()During the summer of 1959, Dr von Ohain presented his views- to a

high level U.S. Air Force Long Term Scientific Study Group. He showed

that in the electromatgnetic conversion spectrum involving fluid dynamics,

• major attention had been given to magnetic phenomena. On the other hand,

no comparable systematic effort h-ad been devoted to electrostatic processes,

whereby chargjccd particles are transported by fluid flow against an electric

potential.

At the 1959 meeting, Dr von Karmnn, the Chairnman of the Study Group,

Dr von Ohain, and the two present authors agreed that:

1. Since the term fluid dynamics encompasses both hydrodynamics and

gas dynamics, t/he entire spectrum in question should be

referred to as Electromagnetic Fluid Dynamics (1I1FD) ; with

the two principal regions called: Magneto Fluid Dynamics

(MFD) and Electrofluid Dynamics (EFD) .
2. The scientific exploration of the energy spectrum,

especially the Electrofluid Dynamic portion should be

encouraged.

In accordance with Dr von Ohain's views, and with his guidance and

inispiration, a systematic, long term research program was initiated at

the Aerospace Research Laboratories, with one of the present authors as

consultant &nd the other as group leader. The main emphasis was: analysis

of basic phenomenon; identification of components; parametric studies;

Manuscript Received March 1980.
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development of scaling laws; optimization studies of components; optimization

of systems with respect to selective goals; verification experiments and

exploratory research.

" •The present paper reviews the progress in Electrofluid Dynamics, recalling

principal approaches and results, giving references, and highlighting

the creative and inspirational role of Hans von Ohain; to whom it is a

pleasure and a privilege to give tribute,,-
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Introduction

The broad field of direct energy conversion has received greatly increased
emphasis during recent years; largely due to the new requirements of
operations in space, under the ocean, and at remote, unattended locations.
Processes employing direct energy conversion do not need moving mechanical
parts, and promise significant increases in reliability, compactness, and
ahility to operate over long periods of time without maintenance or personal
attention. Promising applications are for space vehicles, satellites,
orbiting laboratories, and lunar bases; for remote, unattended locations
such as radar stations, communication links, navigation aids, etc.; also
for operations where air pollution is a problem. Research in this field is
typically of interdisciplinary nature, being concerned with combined effects
and phenomena in such disciplines as physics, chemistry, aerotheriiiodynamics
and electrodynamics (including photon interaction and lasing phenomena).

A great deal of attention is being devoted to processes by which enthalpy of
a gaseous working medium is directly converted into electrical energy. Such
processes can be grouped in two major categories, the electrofluid dynamic
(EFD) and the magnetofluid dynamic (MFD) energy conversion processes.

Although the terms electrohydrodynamics (EHD) or electrogasdynamics (EGD),
and magnetohydrodynamics (MHD) have been widely used in the literature, the
more general terms of EFD and MFD arose during dicussions among Dr. Theodore
von Karman, Dr. von Ohain, and the present authors at an Air Force Long Term
Scientific Study at Woods Hole, Massachusetts, in the summer of 1959. These
particular discussions reviewed the entire energy conversion spectrum, showing
that MFD and EFD referred to different but complementary portions of the
spectrum, with the EFD portion in a much less developed state.

Phenomena involving the interaction of fluid flow and electrostatic electricity
have been known for many years. Armstrong and Faraday reported on such
phenomena in the 1840's. Interest in EFD power generation was revived in the
1900's by individual projects in several countries, such as France, Belgium,
USSR, and the U.K. In the U.S., Marks and Gourdine were especially active,
among others.

However, EFD received much less attention and support than MFD. A major reason
for this may be that initial investigations of EFD processes indicated poor
conversion efficiencies from fluid dynamic energy into electrical energy.
Moreover, the total pressure ratio of the EFD process is inherently very
small, indicating very poor conversion efficiencies from heat into fluid
dynamic energy. System concepts and systematic research approaches to over-
come these shortcomings were the objectives of tne research effort launched
by Hans von Ohain.
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PART I

COMPARISON OF FUNDAMENTAL CHARACTERISTICS BETWEEN EFD
AND MFD CONVERSION PROCESSES

In EFD processes, direct conversion between enthalpy and electrical energy
is accomplished by passing an electrically insulating working gas containing
electrical charges of one polarity through an electrostatic field. In
general, EFD processes are analogous to the process of a Van de Graaff gen-
erator in that the mechanically driven belt, which transports surface charges
of one polarity, corresponds to the carrier gas flow containing the electric
charges of one polarity. The overall compactness of EFD conversion devices
promises to be potentially much greater than that of a mechanically driven
Van de Graaff generator because fluid flow is volumetric and not speed limited.

In MFD processes, enthalpy is directly converted into electrical energy by
passingan electrically conductive working gas across a magnetic field. The
principal differences between the fundamental processes of EFD and MFD are
summarized in Table 1 below.

Table 1: Synopsis of Complementary Fundamental
Characteristics of EFD and MFD

EFD MFD

Potential Order of magnitLde lO5 volts/cm. 10 to 100 volts/cm
gra ient _

Voltage Order of magnitude lO5 volts and Order of magnitude
Output above, from lO to lO4 volts.

Power Scaling With cross section of conversion With volume of con-channel. version channel.

Range of From about 1 kW up. From about 1 MW up.
Power Output ._.

Ionization One polarity; 108 neutrals per Gross Neutralicy
elementary charge. about 1OZ neutrals

per ion.

Temperature From room temperature to 2000*R. Above about 4000°F.

Suitable Chemical, solar isotope, nuclear Mainly chemical.
Energy reactor.
Sources

Suitable Open, closed. Mainly open.
Cycles

Suitable Energy Sources

For EFD processes, all conceivable major energy sources such as chemical,
solar, isotope heat, and nuclear reactor can be employed in principle since
the EFD process can operate with moderate temperatures. In contrast, the MFD
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process, which requires ultra-high operating temperatures, can only use
spec'al chemical energy sources resulting in highly ionized reaction products.
It is conceivable that special nuclear reactors that may be built can produce,
for short duration, sufficiently high temperature working media.

Suitable Cycles and Applications

EFD energy conversion cycles have no restrictions with respect to using such
conventional conversion cycles as the Rankine or Brayton cycles; also, open
or closed cycles can be employed. MFD energy conversion processes, in view
of their ultra high temperatures, seem to be most suited for open cycles.
The potential application areas of MFD processes seem to lie in commercial
power plants ds topping cycles or standby equipment, also in special short
duration power sources where enurmous burst powers of perhaps 100 Mw over a
few seconds are required. Such power plants, for example, may be utilized
for reentry simulation. Capital cost of a conventional power plant would be
prohibitive for this purpose. An ultra short duration giant power pulse can
be produced by an MFD process employing explosives. EFD is able to satisfy
requirements for small power outputs,also for typical closed cycles. This
is shown in greater detail in Table 2, below.

Table 2: Potential Applications of EFD Energy Conversion Processes

Power Energy
Outp.ut Cycle Source Application Area Voltage

Fraction Rankine Solar Telecommunication I With Order of
kW to Power magnitude

order of ~Isotope Power for Remote Areas Cni O otorder of Condi- 105vot

magnitude Chemical Vehicle Power ) tioning
of 10 kW Electric propulsion (Colloidal)

for attitude control

Rankine Nuc'ear Electric propulsion (Colloidal)
Reactor for scout vehicles

Order of Open Chemical Mobile Military Power With Order oP
magnitude (Open (Nuclear) Power for Remote Areas Power magni'udc
100 kW to gas Condi- lO5 volts
1000 kW turbine) Standby Equipment tioning

Closed Fan or Order ofCycle CompressorCl comresr Fluid Dynamic Van De Graff magnitude
Ab Elec- for Research 107 volts

trical or
Chemical
Energy

Order of Open Chemical High Power Standby 6
magnitude Gas (Nucleir) 10 volts
10 MW and Turbine _

above Storage Short Duration, High Power 6
Blowdown Outlut (hypersonic flow and above

simi lation) andabove
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Aspects of Conversion from Heat Into Electrical Energy Employinq EFD Processes

One important application of EFD processes lies in the field of thermodynamic
cycles, by which the heat released from an energy source is converted into
electrical energy. A distinction can be made among three major phases of such
thermodynamic cycles.

'hase (a) Conversion of heat into fluid dynamic energy.

Phase (b) Conversion of fluid dynamic energy into electrical energy
by an EFD conversion process.

Phase (c) Restoration of the initial conditions of the working
medium, if required (closed cycle). In this case, the
portion of heat energy released by the energy source not
converted into electrical energy has to be rejected.
e.g., by a radiator, and the pressure of the working

medium has to be brought hack to its initial value.

As a typical example, let us consider the three phases in a Rankine cycle.

Phase (a) The vapor coming from the boiler is expanded through a
nozzle; thereby. a portion of the heat energy released
from the source is converted into kinetic energy of the
working substance.

Phase (b) This kinetic energy is converted by the EFD process into
Dlectrical en•'rgy with a conversion efficiency.

Phase (c) The exhaust vapor from the EFD conversion channel is
condensed in a heat exchanqer and the liquid is pumped
back into the boiler. The energy for pumping is taken
from the energy of the vapor (e.g., employing the well-
known steam ejector pump).

It is very important to note that a high overall conversion efficiency is not
necessarily the most important performance parameter. Depending on the
intended specific application of thL conversion system, the main emphasis
may shift between eight major system characteristics:

(a) Overall Compactness
(b) Peliability
(c) Endurance
(d) Total Weight per kW
(e) Capital Cost
(f) Overall Conversion Efficiency
(g) Pollution
(h) Applicability of specific energy sources, e.g., low grade fuel.

In a large variety of thermodynamic cy.les (including unconventional one5
discussed, e.g., by Lawson, et al.), application of EFD energy conversion
processcs would be attractive. These cycles aiffer greatly in temperature
and total pressure ratio. But even those cycles which ooerate efficiently
with relatively low p-essure ratios (cycles employing internal counterflow
heat exchangers) would require far greater pressure ratios than obtainable
with a single-stage channel, which would indicate staging.
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The major aspects of the integrated EFD injector, shown in Figure 1, are:

I. The gas leaving the diffuser has a sufficiently low speed that
it can be returned to the entrance of the EFD conversion duct
with negligible aerodynamic losses (analoqy to classical
subsonic wind tunnels).

2. The medium aspect ratio channel serves a dual purpose: mixing duct
for the ejector and, at the same time, EFD conversion channel.

3. From ejector efficiency considcrations it follows that the primary
vapor injected into the mixing duct should have a velocity which
may be 1.2 to 2 times higher than the velocity of the recirculating
gas in the conversion channel. This results in transfer efficiencies
from the primary to the recirculating gas between approximately
75 to 85 percent. Since there is a wide choice of molecular weipht
ratios between the recirculating gas and the injected vapor, e.g.,
hydrogen-mercury or hydrogen-alkali metal vapor or hydrogen-water
vapor and others, it will be possible always to obtain a high
expansion pressure ratio for the injected vapor. For example, if
the recirculating hydrogen has a velocity of about 403 m/sec in the
conversion duct, the injected vapor may have a velocity of about
500 to 800 m/sec. With a suitably chosen high molecular weight of
the vapor, high expansion pressure ratios can be employed. This
shows that combinations of a high thermodynamic efficiericy,high
transfer efficiency, and high electrofluid dynamic efficiency are,
in principle,possible with the integrated EFD ejector.

4. The primary vapor injector nozzle has a multiple purpose: injection
of the primary vapor, electric charge production, and finally, by
partial vapor condensation, production of charged colloias.

5. The high vapor speed at the nozzle exit prior to mixing is favorable
for charge generation. (The high speed for given current and floi
cross section reduces locally charge concentration and, thereby,
space charge effects.)

6. Charge spreading will proceed with mixing; it will be possible
to 2void any charge deposition at the conversion duct walls.

7. The vapor is conaensed in the low speed return duct, and the
recirculating gas is conditioned to produce effectively charged
colloids by mixing with the injected vapor at the entrance to the
EFD conversion channel. (The condensate is separated from the
recirculating gas and returred into the boiler.)
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Figure 1. Recirculatory EFD Generator, (Closed Cylce Simulation) Schematic
View.

PANT II

RESEARCH RESULTS

The major research topics are summarized below, and progress made at the
Aerospace Research Laboratory (PRL.) in each area will be reviewed in the
following.

Scalinq and Similarity

Ihe electrical characteristics of smilar but different size channels operated
at a given temperature and at a given product of prv,'sure times a channel
dimension (e.g., diameter) will be t0e same; that is, the output voltaqe and
current will be the same. This was demonstrated in experiments conducted
at ARL and later by TRW Systems, Inc., under U. S. Air Force contract. Three
similar channels having diameters of 0.5, 0.167, and 0.0835 inches were
tested with respective pressures of 4 atm. absolute, 12 atm., and 24 atm.
(i.e., PxD equal 2 atm-inches). Collector output voltages and power were,
respectively, 175 KV and 6? watts, 183 KV and 68 watts, ,ind 176 KV and 65
watts. The scaling characteristic provides increased powur density and

conversion efficiency for small diameter channels, operating at high gas
pressure, since the fluid power is directly proportional t) the channel
diameter.
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Workipn Media

The results of studies performed at the Massachusetts Institute of Technology
for the application of mercury as the thermodynamic fluid in the two-fluid
EFD ejector cycle demonstrated that for vapor mixtures with helium, nitrogen,
and hydrogen, the last-named is by far the most desirable choice for efficient
thermal-electric conversion.

Field Structure

Computer solutions for the total electric field structure and electrical
performance were developed at the University of Dayton for both axisymmetric
and two-dimensional geometries. The computer program permits the detailed
study of the electric field structure of EFD generators of rather complex
geometry over a wide range of generator variables. Effects of various charge
density distributions in the conversion channel can be determined,

Geometi tr

Major experimental work was conducted at ARL with the cylindrical channel and
good agreement was obtained with simplified theoretical analyses as well as
with the University of Dayton computer solutions. The conversion section
developed in time from a full-length solid wall insulator channel to a free
jet channel because of problems associated with charge contamination on the
solid insulation walls. The free jet channel also was not limited in field
strength by the inherently low values of surface field strength of the solid
insulator walls.

Although the research conducted at ARL was incomplete, high mass flow, small
radii, ejector type, two-dimension, and radial outflow EFD nenerators were also
investigated. Theoretical emitter currents of' 0.03 amperes were produced
using a four-inch diameter corona disk edge which was fashioned after a
squared-off cylinder emitter electrode of the axisymmetric geometry. However,
the chaqred dropletscould not be carried by the flow against high electric
fields correspondiag to design loads for the generator. Flow studies of two-
dimensional generator geometries for a range of ratios,including unity, of
primary to secondary velocities should he conducted.

Unipolar Charge Generation

Two major types of charged water drop production were investigated. The
fi st was supersonic expansion of humidified air about various shaped corona
electrodes. Supersaturated conditions of about 1000 to I were attained such
that homogeneous condensation was achieved in the pre',ence of an ion cloud.
It was found Chat the squared-off cylindrical electrode, or the square-edqed
disk (in the two-dimensional radial outflow geometry) produced design levels
of current. The position of the corona electrode in the expanding nozzle
was important for producing such current levels.

The second type of charged droplet production means investigated was electro-
hydrodynamic spraying. In the cylindrical qeometry, it was found that the
optimuri position of a small tube bearing the water was slightly upstream and
centered on the axis of the throat of a Mach 2 nozzle where flow Mach numbers
were about 0.6 to 0.8. At this position the dual conditions of very high gas
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dielectric strength and high flow velocities existed. These conditions
could provide copious amounts of extremely small diameter droplets, which
could provide nuclei for condensation of the vapor in the humidified flow.
In both types of charge production processes, attention must be paid to field
strength levels at the nozzle tip, as space charge levels could be loweredby high frequency breakdown to the tip of the nozzle.

In the radial outflow geometry only the corona discharge process was
investi gated.

Cycle-s

As previously discussed in Part I, the ARL research program emphasized the
integrated [FD generator ejector process to alleviate the effects of the low
pressure ratio characteristic of the EFD generator stage. in the early period
of research, electrical pressures that were imposed on the flow were low,
about 3 lb/ft2. Ultimately, electrical performance as well as direct pressure
measurements demonstrated values which were about 1000 times greater. Still,
this performance expressed as an isentropic pressure of the prmary flow was
only 1.05, while in comparison a single impulse turbine stage may have a value
of about lO.

Experiments were conducted with ejector channels utlizing a single fluid, air,
as both the primary fluid an(i the secondary fluid; while future plans, un-
realized, were to experimentally investigate optimized fluid combinations.
After the achievement of good correlation between theory and experiments, studies
of the proper matching of generator and ejector characteristics were made.
For the case of using air as both the primary and secondary fluids and towards
the objective of increasing the total enthalpy converted into electrical, this
led to the application of high Mach numbers, small nozzle area (relative
to the ejector channel area) primalry flows. Using an existing combination of
nozzle and channel , ,n experirrnital value of 5 percent was achieved for a
Mach number of I .5, while theoretical studies indicated 1 imnitinn values of 8
percent should he attainable for a Mach two nozzle of proper size.

For the case ofi applying mercury vapor as the pr~mnary fluid and hydrogen as
the secondary fluid, separate theoreticil studies conducted by ARL and TRW
Systems, Incorporated, indicated that thermal efficiencies of 40 percent should
be ochievable. Future work will require research on large area ratio, high
Mach number primary flow ejectors, where a low Mach number secondary flow
attains nearly the velocity of the primary. Two types of geometries should
be investigated, one having the ejector and EFD converter integrated, and
the other having the EFD converter following the diffuser of the ejector
channel. The first qeometry has the advantage that the primary flow can
produce directly, without a fluid dynamic energy transfer process, some of
the electrical work. the second geometry has the advantage of providing an
extremely low subsonic Mach number flow, about 0.05, at the face o" the EFD
converter, thereby providinq a good match of velocity pressure and electrical
pressure.
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[V

CONCLUSIONS

The systematic research effort at the Aerospace Research Laboratories on EFD
power generation, described above, has shown progressive and encouraging
improvements. In particular, scaling laws developed and experimentally
verified indicate that highest enthalpy removal corresponds to the use of small
hydraulic diameter channels operated at high gas density. Generator per-
formance equations show that for high kinetic enthalpy flows dither extremely
high output voltages or extremely small diameter flows are required.

For the two-fluid generator casc, two approaches have been suggested to

alleviate this condition. One, by Solbes, to charge drops in the recirculating
secondary flow; and the other, by the authors, to place the generator in the
low head flow downstream of the ejector diffuser. Both approaches could
provide relatively high current levels and low output voltages.

The disestablishment of the Aerospace Research Laboratories terminated the
high pressure EFD power generation research described in this paper. However,
other aspects of EFD power generation continue elsewhere. For example, two
research programs at the University of Dayton Research Institutc support, in
part, the realization of high enthalpy EFD generators. One is the FFD Wind
Generator, sponsored by the Wind Systems Branch, U. S. Department of Energy
and by the Solar Energy Research Institute (SERI). New two.-dimensional
geometries have been investigatea which, besiJes wind application,hold
promise for application to the two-fluid ejector system.

The other program is the Rarnkine Cycle Augmented Light Gas Turbine, sponsored
by the U. S. Department of Energy, Division Advanced Energy Projects. This
program involves research and development in two-fluid ejectors and is to
provide important new knowledge in such ejectors.

Both of the University of Dayton Research Institute programs, briefly described
above, are outgrowths of research programs initiated in the early sixties by
Dr. von Ohain.

TRIBUTE
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shacx his h~unlanity. And, hopefully, to have appreciated the firiendship

an es(2peciallly exc~iting 11iUtui W,>inig. A.s- cumdortable with .1c'qel as with
IHeisenbert, finidingy parallels between minor tioieaus in Anitigone and ls
i(c'rhanisims in ejector!s, acqaitace iy see.)r von Chain aIS a nlkn of

contrasts. His, friends, on)i the other ha-l readily discevrn the continuous

threads whiich u-nify inh ontrli!ts withini ýi intellect of VaSt proport ions.

So iit is that the nanT whoC in reviewingIL a ilat-hCnul~tical dovelopinryat Once

"ad"At my aye, Brian-u, one no longecr initoqraten ý, " was also the Im-an who0

years beLfore had a.o exquisitely initegrated,( not JUSt. aI 113thell~tiCal

expression )Ait several scienices and techlno~logieLs into the. first jet en-gine.

That enqvine flew in 1939. 'I~xay's re. ie tscon~t~inJu to 3ihrink our

associationl of tinyu with The ;tiie jM i10~1qal-,Iraphis examine several

are(as in whlich Iesea'Aii i t urtI iiý rf ul I ilans; ye:, Chain- 'L teclu,,oloqy.

TVo project the his,-torical t-rend6 of)I a tA-,chlno.Loqy is to glean smax- insight

in1to- the research avneneear u 1tsotiedinrVe aVlcnt.

SuIch 1iight su'ffers sonuwhV~iat r1om myopia :;neit lfocuses on evolutionary

adacs n ilter tle eCvoilut-ioniary re.,uit-Ls thlat cok:Id radlic.ally Luld

ab'ruiptly changeu the tcch-nolcx.Jy. lgiinqle, for e-xamlel-)C, tle, effect onl enginle

Perforiloine of the unpredicted formulation of .. 3500()1-, turb,.ine material!

MaI.Lager-S Df reseoarch diffter -,'u. late be LktWte: evol (VUý-ioi iry xiid revolutionary

advances. Wis;e Limingers piai. to acuiieve thice PJormL~r and nedx-P- against

coyright AT7C 1.979. Ncprinted with Permliss ion.



agai-st their miyopia )y providing the broad based environment for the latter.

Along with the analysis of trends the manager's basket of planning

tools includes the opinions of experts who assist in identifying the research

needs inportant to the organization's mission. Reference 1, called the

Research Objectives, is such a consensus, and classifies the research needs

of the Air Force in seven technical areas. This paper complements and

borrows from the section of that docurrent on air breathing propulsion.

This discussion begins with the history and evolution of selected

military engine parameters. Whenever possible, references indicate a particular

engine's first flight or its delivery date to the manufacturer. Cross

referencing may result, however, in errors as large as five years. It is

ix•portant to recognize that ten or more years separate an engine's conception
from its manufacture. In other words, today's engines are built with

advanced technology of the late sixties. The research which sired that

t eclnology is even older.

In the present contexlthe work "research" neans increasing knowledge

and wuderstanding in areas of the physical, chemical, mathematical and

engineering sciences relatod to long term needs. From such a definitive

perspecti\e it seems more appropriate to organize the research opportunities

described in the intermediate section of this paper along the lines of

-cientific dsiciplines rather than by components of airbreathing engines.

The paper closes with a restatement of key research needs and suggests

a mechaniLm for increasing thie probability of revolutionary advances in

research related to airbreathing engines.
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HANS VON OHAIN'S FIRST LEGACY: TRENDS

AND RESEARCH OPPORTUNITIES

Brian Quini

Director of Aerospace Sciences
Air Force Office of Scientific Research

To have contributed to a volume paying In the present context the word "research'
homage to -ans von Ohai~n's research and means increasing knowledge and understanding in
development career in the Air Force honored areas oi the physical, chemical, mathematical
the author. To have experienced the explosion and engineering sciences related to long term
ot ideas, the quest'oning smile and the curiosity needs. From such a definitive perspective it
of Dr von Ohain through daily association is to
have learned to extract the easential, to have seems more appropriate to organize the research
tasted success in science and to have shared his opportunities described in the intermediate section
humanity. And, hopefully, to have appreciated of this paper along the lines of sieentific disci-
the friendship of an especially exciting human plines rather than by components of airbreathing
being. As comfortable with Hegel as with engines. The paper closes with a restatement of
Heisenberg, finding parallels between minor key research needs and suggests a mechanism for
themes in Antigone and loss mechanisms in increasing the probability of revolutionary
ejectors, acquaintances may see Dr von Ohain advances in research related to airbreathing
as a man of contrasts. P:s friends, on the engines.
other hand, readily discern the continuous threads
whicn unify such ccntrasts within an intellect of
vast proportions. So it is that the man who in TechnoloPical rrends
reviewing a mathematical development once said
"At my age, Brian, one no longer integra*es, " The dramatic improvement in jet engine per-
was also the man who years before had so exquisitely formance over the years can be gleaned from
integrated not just a rnathernatical expressicn but Figure I where Lhrust-to-weight ratio is seen to
several sciences and technologies into the arst have doubled, approximately, every fifteen years.
jet engine. That engine flew in 1939. Today's Growth is equally attributable to the structural
refinements continue to shrink our association innovations and reduced weight of advanced designs
of time with distance. The following para- and to a chronic demand for more thrust from
graphs examine several areas in which research smaller engines.
may further refine Hans von Ohain's technology.

To project th'- historical trends of a Lech-
nology is to glean some insight into the research
advances necessary for its concinued improvement. 8-F401 0- /07- F404
Such insight suffers somewhat from myopia since F103/
it focuses on evolutionary advances and filters , -F101the revoLutionary results that could radically -

and abruptly change the technology. Imagine, TF3 /J85
for example, the effect on engine performance of I J
the unpredicted formulation of a 3500OF turbine I J52\ TF33 ,7941
material' Managers of research differentiate J/ T
between evolutionary and revolutionary advances. J40 J 7 >W0 0
Wise man.gers plan to achieve the former and (A 6,J65Z0 T4309

heuýe against their myopia by providing !.he broad Zr ,)46-J69 T/

based environtment for the latter. "

-J471
Along with the analysis of trends the 2J35

manager's basket of planning tools includes the L J34 oAXIAL
opinion, of experts who assist in identifying the CCEN|RIFUGAL
research needs important to the organization's
mission. Reference 1, called the Research
ObhJecties, is such a consensus, and classifies '45 '55 '65 '75
the research needs of the Air Force in seven
technical areas. This paper complements and YEAR
borrows from the sectioni of that docuLment on Fig 1. Increasing trend of
air breathing propulsion. thrust-to-weight ratio.

This discussion begins with the histocy and
evolution of selected military engine parameters. The treni' reflects two conceptual changes:
Whenever possible, references indicate a partic- the dominance of axial compressors after the la,:e
ular engine's first flight or its delivery date forties and the introduction of turbofans in the
to the manufacturer. Cross referencing may result, mid sixties. Otherwise, changes have been more
however, in errors as large as five years. It is evolutionary than revolutionary, ind chronulovical
important to recognize that ten or more years improvements mostly reflect advances in the design
separate an engine's conception from Its manufac-, of components. Especially impressive is the
ture. In other words, today's etngines are built improved stage performance of axial flow compres-
with the advanced technology of the late sixties, sors. With 2leven stages, the J34-WT-36 ot the
The research which sired that lechno.ogy is evun
older.
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late forties achieved a pressure ratio of nearly
4.4. With just a few more stages, today's engines ýALUMINUM COMPOSITES
achieve pressure ratios in the twenties. This t.0
trend, -hown in Figure 2, has been consistent over

the years aiud gives no hint of having reached a

maximum. Indeed, the single stage research
compressor designed and tested by Wennerstrom and
his colleagues at the Air Force Aeropropulsion Z 0.8

laboratory has already produced pressure ratios 0

around two. Such achievements underscore the
continuing progress made in understanding the
co.?plex flow fields found in turbomachinery as 0
well as the ability of creative designers to

translate research results into practical machines.

EF. 4/ CONVENTIONAL

IEL

1.75-

0

a '45 '55 '65 075
1.5 -Fo, r404 YEAR

F401

a Js 0 Fig. 4. Materia'. compositin

Sj TFa / of engines over the years,

1.25 -TF34
TFP103 The designers have been especially aggres-

L.. •J6 ,JS sive in their pursuit to optimize the strength-

41 to-weight ratio of engine components. The trend
U 1.0 1 toward loading lighter and thinner structures

'50 '55 '60 '65 '70 75 '80 with increasingly !ntense forces has pushed

YEAR stresses perilous.y close to their allowable limits.
The point was brought home by Osias, et a1 5 , from

Fig. 2. Increasing trend of effective whose paper Figure 3 was obtained. The curve
stage pressure ratio, charts average nominal tangential stress of

selected turbine disks at maximum operating speed
in terms of the like stress on the P&W F1O0 engine.S1.0-

a.Credit for structural improvements is due,
in part, to advances In the materials sciences.

w A pattern of stronger and lighter materials is
Z evident in the brief history of gas turbine engines.
- 0.8" Engines put into service during the early forties
Swere made almost entirely from conventional steels.

SStainless steel and aluminum made their jet engine
Idebuts in the late forties, but aluminum began to

q 0.6 be displaced by titanium in the mid-fifties. The

U) superalloys began to play a dominant role in the
U) mid-sixties, about the same time that the large
L by-pass r.ttio fans increased the relative importance
1-- of titanium. These trends, together with the recent
) 0.4 mintrusion of composites as engine materials, have

Sbeen sketched in Figure 4. fheir use, disuse And
> relative importance to the aircraft engine scene
4 have been motivated by the need to satisfy frequent-
Lu0.2- ly conflicting objectives: lightweight structures

and sufficient strength.

SThe strength of a material, however, is
W I I inseparably zied to its environment. Designers

45 '55 '65 '7i have typically increased the thrust of engines
over the years by "turning up the wick." by

YEAR increasing turbine temperatures and creating
inhospitable environments. The trend is clear,

Fig. 3. IrTLreasing trend of as clear as the growing gap between the turbine
average tangential stress in temperatures and the acceptable operating tempera-
turbine disks. tures of the materials identified in Figure 5.
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3,000- Specific fuel consumeption (SFC) characterizes
engine efficiency or, more properly, engine effec-

40 F101 tiveness. By relating an engine's thrust to the

0" "0 F013. rate at which it burns fuel, SFC integrates the
2 3 2.500 - F39 - efficiencies of processes that occur between the

J93-a TF3J W ISER inlet and the exhaust nuzzle. Figure 7 summarizes
-j TF30 COMPOS. the intereating improvements in SFC provided by

.K _200 J47 0~d9 UTECTICS advancing technologies. While the SFC of pure

J35 Isturbojets progressed through the late fifties,J, •o , DIN. SOLIO',O the introduction of fan engines significantly_ .1 & d0• SINOLI
z 1 - . CRY TALALLOYS altered that trend for the better.Si150•"'/"j CONVENTIONAL

U) •, .• CAST ALLOYS

ALLOYS 
_ 33 ,J34

1.0( J47 Cr0Jg5'45 L 'aS' '65' '75 '85 JC•

YEAR -65 C(J6.
Fig 5. Trend of increasing turbine J73 _J74
in'et temperatures. 0.8 J57- \J$8

0 ~ ý J93
Active turbine cooling has been the sole successful U. J75 T 41
bridge across the temperature gap. Important O) F 01
figures of jet engine merit, such as pressure 0.6 - TF30-\
ratio, thrust and efficiency all favor higher
turbine temperatures and nothing has appeared on TF33the horizon at this time to suggest a turn arouzn. F3

in the increasing temperature trend.

Certain high speed aircraft requirements. 0.4
such as nacelle drag, stealth and volume con-
straints, have pressured engine manufacturers
to install more thrust in smaller packages. So
successful have they been in this regard that
thrust per square foot of frontal area has about
doubled in the past twenty-five years. Engines YEAR
are also nore compact, being considerably shorter Fig 7. Trend of specific fuel
now, per pound of thrust, thcn in former times, consumption (lb. of fuel per second
Figure 6 describes the trend toward reduced frontal per lb. of thrits').
area. The weight of air passing through the engine,
rather than thrustp has been used as the reference
parameter to emphasize the higher through flows There is no need to labor the question of
and higher through flow velocities of today's efficiency at a time when fuel consumption and its
engines. This factor has special and rather availability have become critical national issues.
obvious meaning to the fluid dynamic processes While the trend of SFC has been declining, the
occurring in the engine's various components, trend of fuel cost has been increasing at a much

faster rate. Theft product has also been increasing,
.125 resulting in alarming operating costs and a trend

J333cc 2 which will, no doubt, encourage the redistribution
of economic resources toward *he immediate needs
of a mission oriented agency. The availability

Ma.100 of fiel, or the lack thereof, impacts more than
price. In an environment of conservation a
conscious decision not to allow an agency's

s. J47 consumption of fuel to increase relative to the
7 J35 nation's consumption must surely curtail itsS.075- 1J40 operations. The probable adverse effect such a

.- 2J65 policy would have on the effectiveness of the
J39 -J52 ,jg 3 agency has to be weighed in assigning natiornl

a.79 F101 priorities. This is a large issue, but within
S.05 57 ; the context of a paper dealing with technological

4 J73. trends and research opportunities, the important"MLa J71, observation is that the issue is forced by a trend
cc i ?'I 01\Tof increasingly scarce fuel.

S.025� .TF3 TF41 Yet another unsatisfactory trend deservesS..discussion. In estimaging the cost of aircraft
turoine engines, Large correlated the cost of
the thousandth engine in a production run withiL thrust to the 0.612 power. Costs were indexed'45 '55 '65 '75 to the year 1969. As evident in Figure 8, three

YEAR distinct regions developed which Large associated
Fig 6. Trend toward reduced size with the type of compressor, operating temperature,
and higher through flows. Mach number and other factors. From this analysis
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it Would appear that advancing technology in the ciency on a one-to-one basis. Nevertheless,
turbine engine induitry is an expensive proposition. mistakes in the design of inlets persist, because
Contradistinction with the electronics industry very fundamental fluid mechanics problems remain
prompts a discussion of capital vs. labor inten- tomsolved.
siveness, but also 'ait ,s a question of manufacturing
processes, their age and efficiency. In light of If one considers two-dimensional flows, the
the real growth of engine coats, it stands to boundary layer - shock wave interaction problem
reason that dollar invested per pound of thrust, can now be handled with reasonable confidence.
or some other economic parameter, will continue to Add the third dimension of practical inlets, and
grow in relative importance to other engine perform- hope displaces confidence. Designers need experi-
ance factors. mentally verified three-dimensional analysis

techniques capable of handling shock-boundary layer
interactions and of rroviding flow separation

ADVANCING criteria. Whereas such criteria alone would be
TECHNOLOGY acceptable at this time, longer range thinking will

3 emphasize the .=eed to rontinue calculations com-
X 10-3 pletely through separation in search of reattach-

Tss12 ment. Moreover, any calcul~tion scheme requiring
uniform initial conditions will have very limited
value. Military aircraft flying at very high angles
of attack, or modest angles of sideslip, produce
very nonuniform flows at the entrance to the inlet.
Good external aerodynamic techniques must be
developed to quantify the degree of nonuniformity

1 •and equally good, but intrinsically more difficult,
techniques must be developed to follow the evolution
of the distortion through the twists, turns and

area scheduling of the inlet passage. Equipped
with the proper analytical tools, the designer

I I I I [. I I could evaluate the quality of the flow being
'45 155 '65 '75 delivered to the fan or compressor and make the

YEAR paper changes required to keep it within specified
tolerances.

Fig 8. The increasing cost of
advanced technology. Very similar problems, which were all but

insignificant at one time, are now importanc
because of the trend toward higher through flows,

More thrust, less weight and smaller dimensions Figure 6. This trend, together With the increasing
seem to have been the design parameters which pulled demand for shorter engines, underscores the need
technology through the past. The result has been to recover more pressure with more compact diffusers.
increasing pressures and temperatures, higher This Is hardly a new goal, but its achievement has
through flow velocities and a continuous reassess- been hampered or prevented inevi:ably by flow
ment of suitable materials. Better efficiency has separation in one form or another. Novel designs,
resulted; higher pressure ratios are now achieved like trapped vortex diffusers, and more conven-
with fewer stages and more thrust is now produced tional boundary layer control techniques have
with less fuel The same trends will most likely provided a measure of help, but these are still
persist through the turn of the century, although art forms that require much more research before
acquisition and operating costs rather than thrust, designers confidently use them and before the
weight and size will be the principal source of psger terqirenfails to reducefdiffus e

motivation. In any event, the technologies required
in the future will fail to blossom if the science efficiency below tolerable levels. To achievebase is not cultivated today. Advances are neces- success with compact diffusers and inlets,

baseis ot ultvatd tday.Advnce ar nees- fundamental research is needed at the heart of
sary especially in mechanice, materials, chemistry thenpol terespneeof aistropicartofand mathematics. the problem- the response of anisotropic flows

to rapid rates of strain. Boundary layers,

skewed inlet profiles and the wakes shed from the

Research 0 portunities last stage stator blades have in common a structure
of large scale eddies whose axes are generally

Fluid Mechanics aligned normal to the direction of floa. Depending
on how such eddies are strained while passing
through the inlet or diffuser, they are intensifiedOne of the oldest fluid dynamic proc.esses or httenuated, and the quality of the flow tends

continues to perplex modern practitioners except or y ttenuotedowand thefqualtyo theflwendsaway from or toward uniformity. Experiments havein the most elementary applications. The process already demonstrated the impact of eddy strain
is diffusion and the design of devices for effec- rate on diffuser performance, but much more
tively accompltshing the process remains, in most research will be required before the phenomenon
cases, a trial and error task. Especiaily in is understood or of use th designers.

aircraft turbomachinery the role played by
diffusers assumes an importance that belies the The demand for higher efficiency and the
apparently simple conversion of kinetic energy trend toward higher stage loadings discussEd in
to pressure. As a diffuser, the engine inlet connection with Figure 2 have driven tip speeds
attempts to deliver to the fan or to the compressor faster and brought v-y complex, transonic and

a uniform flow at a Mach number substantially mixed-flow aerodynamic problems to axial flow
below its free s.ream value. In this capacity compressors. An appreciation for the c-..plexities i
its efficiency Affects overall propulsion effi- of the flow passing through a compressor blade rat?
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linear and multidimensional, and research opportuni-
UNSTkADY ties exist for all advanced computational techniques

SSOOAC i VOCFLOW UO that promise reliable and economic solutions.

NAC' V K I SUAFAC Quite another, but related, activity must

,i'CLEARANCE proceed hand in glove with techniques tor flow
LOW field analysis: the design and optimization of

-ECONOARY compressor and fan blades. What the supercritical
FLOW wing did for external transonic aerodynamics awaits

0 /what an analogous design will do for transonic

compressors. Novel means of energizing boundary

layers while paying the minimumn price in power

__ must be explored. Somewhat related research is

required in turbine design where the trend toward

NOTATION higher temperatures, Figure 5, necessitates active

"Hu ENOWALL cooling. In particular, there is an urgent need

SLADE CORNER SOuiOAAS for accurate predictions of steady and unsteady
WAKEs VORTEX LAVER film and convective heat transfer coefficients

Fig 9. Complex flow structure through associated with a variety of internal and external.

a compressor blade row. flow conditions.

The problems identified in Figure 9 are as
can be gleaned from Figure 9, which was taken from much or more of a challenge to experimentalists

a paper by C. ii. Hauser et al . The flw first as they are to theoreticians. Nevertheless,
passes through a shock wave whose surface is usually experiments which accurately describe each aspect
three-dimensional. The "inviscid" flow field in of that complex flow are perhaps more important
the passage therefore includes strong radial at this time than theoretical studies, if only
pressure gradients and radial velocity components becausc the latter rodels the former. But how
that are neither insignith cantinar complic Tc to map a three-dimensior'i shock surface, how to

this must be added the additional complication n o measure static pressure gradients, how to measure
an upstream flow field which is either nonuniform flows in physically sniall vortices and tip clear-
because of inlet distortion, or nonuniform and ances, and how to measure accurately within
unsteady because of passing through the wakes of rotating turbomachinery are questions that have
upstream stators. Shock wave - boundary layer perplexed many creatiae minds. Success in similar

interactions are once again apparent, as also is endeavors has often been the byproduct of a
a three-dimensional boundary layer which evolves radically new instrumnent, and .t would seem that
into a streamwise vortex along the juncture of the if the flow through rotating blade rows will ever
huh and the suction side of the blade. Another yie.d to delineation, then it, too, will require
streamwise vortex structure develops as flow leaks new instrtmientation and diagnostic techniques.
from the pressure side to the suction side of the

blade through the tip clearance. Both vortex Another component for which research into
systems, tip and hub, are i tlmately tied to I instrumentation and diagnostic methods will produce
secondary field that circulates the flow around lrepyfsi h obso.Tetedtwr

th ssgoTitg•e ihrfetdo large payoffs is the combustor. The trend toward
more compact engines and, therefore, toward more

residual shocks and the wakes from hub and blades, compact -ombustrors exerts strong pressures on new
joins the mainstreant in formng very messy inlet means of accelerating and concluding the mixing of
conditions for the stator, fuel and air. Studies pertaining to the dynamic

interactions between liquid jets and gaseous
he flow described in Figure 9 is usually streams that include two-phase flo'4 aspects are

analyzed .qlbieýt' to a number of simplifying needed to develop the promise of pre-mixing and
assumpt i on., Common practice tends to match pre-vaporization. The trend toward higher
two-dimensional blade-to-blade characteristics through-flow velocities adds another dimension of
with an axisymmetric hub-to-tip approximation importance to the mixing task. Insofar ar mixing
to the mean flow through the blade row passage. within tuirbomachinery is governed by turbulence,
Difficulties intrinsic to the real flow all but it stands to reason that research and improved
force analysts to concentrate on a particular understanding of the structure of turbulence will
aspect of the flow and to exclude other, equally produce appropriate rewards. Similar stacements
important cmntrihutions. Thus, there are solutiotle Can be said with regard to thL impact of a more
to the potential equations which describe the flow complete understanding of turbulence on combuscion
through thin, lightly loadcd blade rows. Such dynamics and of delivering a uniform temperature
results are steady, shock free and, lierforce, profile to the turb

4
ne. The recent recognition of

inviscid. Some finite difference so~utions allow the role played by large scale turbulent structures
for weak shocks but they also suffer firm the offers hope that a new level of understanding is
steady, two-dimensional, inviscid ass,.mptions. attainable. Its realization will require a
Other finite difference schemes rela,, one or comprehensive and well focused series of experi-
another of these assumptions but nrne has yet ments capable of extracting detailed information
calculated the complete physical flow. from high temperature, reacting flows. Such

experiments will also require advanced diagnostic
Ir v'ow of the significant advances that have devices.

occurred Ai ring the past few years in aoalyzing
complex, transonic external flows with imbedded
shocks, mathematicians and numerical fluid dynam-
icists must be encouraged to continue basic resenrch
in this areca. The problems are eh:'entially non-
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Struct ,I and Material Mechanics dynamic performance of compressors and fans. A
growing body of knowledge has associated increased

'n.. structural design of engine components lift coefficients with oscillating airfoils.

contiutieR to suffer from unreliable prediction Other experiments have identified boundary layer
methods. Despite designer's "rules of thumb" and control and drag reductiorn through the action of
'knockdown factors," rather serious problems have unsteady walls. Only research can determine if
developed with a number of modern power plants, meaningful performance benefits would accrue to

Zollinger8 rentions a few catastrophes, noting operating compressors in a controlled flutter,
that the problems are not unique to any particular and only research can determine if blades would
manufacturer. Tn many cases the cause of failure maintain their integrity under the consequent
derives from insufficient knowledge of nonlinear fatigue stresses. Tailoring the anisotropic
material properties and loading responses. The properties of blades made from composite materials
need for research in structural and material offers the challenging hope of increasing stage
mechanics becomes increasingly acute as thrust-to- loading through purposefully oscillating blades.
weight ratios (Figure 1), stress levels (Figure 3),
and turbine temperatures (Figure 5) maintain their Introducing compcsite materials to the realm
upward trends, of flutter raises the thorny issue of how success-

fully the existing computational methods predict

The transonic and unsteady flows discussed stress distributions in other than elastic,
in the preeding section engender severe aero- isotropic materials. Few, if any, of the finite
elastic problems with fan and compressor blades, element approaches mentioned above could calculate
Designers suffer many handicaps 4n this art., the resonant modes and frequencies of an aniso-
not the least of which is predicting modes and tropic blade. The problem is two-fold and points
eigenfrequencies of complex geometries with to shortcomings in the analytical - numerical
ill-defined boundary conditions. Although the schemes and in the characterization of material
finite element techniques have succeeded in properties from both macroscopic and microscopic
describing many experimentally observed modes, points of view.
the success is limited by ill-defined material
properties and by geometric constraints on twist In a macroscopic sense, research must identify
or thickness distributions. Only in a few cases the response of composite structures to shear and
have modes been obtained for rotating, but combined loading, to high strain rate impacts from
geometrically simple, blades, and these have foreign objects and to realistic environmental
confirmed an intuited dependence of certain factors. Failure modes need to be identified for
eigenfrequencies on rotation speed. Research all compositLs, including the epoxy based materials
must continue to study the mechanisms of wave found on fairings and the titanium matrix materials
propagation: experimentalists particularly need projected for high temperature applications. Other
to delineate the stress fields in realistic challenging research opportunities can be found in
geometries under realistic loads at any frequency the characterization of composite materials on the
while analysts must likewise uncomplicate their micro scale. Constitutive relationships need to
codes and, most important, accurately describe be derived from experimental and theoretical
real, rarely completely elastic or linear boundary investigations into the strength of fibers, their
conditions, orientation as a laminate and the characteristics

of their interface and interaction with the matrix.
Figure 10 provides appreciation for the At the same time, the properties and failure modes

extent to which flutter in one form or another of polymeric resins must be examined and described
covers a compressor map. Because of analytical in light of their intrinsic sensitivity to time.
uncertainties in predicting cyclic stress and of Similar studies must delve into the rheology of
the experience of failures associated with flutter, adhesives and determine their failure modes before
engineers work hard to assure that engines operate designers can confidently join composite components
free from flutter. While present knowledge worrants to other load bearing structures.
such conservatism, it could well be that the
flutter-free restriction suboptimizes the fluid •Te increasing cost of acquiring and main-

taining engines has advanced the concept of

retirement for cause, a practice wherein components
SUPSESONIC are replaced, because defects impair future use and
STALLSO not because defects are simply present or even

presumsed to be present. The key to the concept
suRoE is an accurate prediction of life, under actual
LINE operating conditions, that begins with crack

initiation and continues through propagation. The
sussssoONIc basis for predicting the residual life of flawed

2ass 58eTAOLt components is fracture mechanics.
RATIO LN

The fracture mechanics of ductile materials
Sessentially remains a planar, elastic discipline,
although the heart of the problem lies in the

CK@$sOu"v deforation of the plastic region near the crack
6o% tip. Research in elastic-plastic and dislocation

theories, together with additional test data, are
soLIvw Y Low required before plastic responses to loads are

Fig 10. Typical flutter boundaries, accurately predictable. Research must also continue
to explore the three dimensional propagation of
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entire crack fronts, along surfaces and within The requirement for engine matcrials research

the bulk of materials. How elevated temperatures is driven to a large extent by turbine inlet tem-

and biaxial loading affect crack propagation also peratures, which are now Aipp!3aching stoichiometric

needs to be answered, values. Needed are strong thermoeynamically stable

and oxidation resistant materials with useful

The fracture mechanics of composite materials strength above 2800oF. The basis for discovering

is an infant discipline which, therefore offers a such materials from a rational approach lies in a

wealth of research opportunities. Similar analysis fundamental undLrstanding of eutectic-eutectoid

methods are required, although the lack of plastic binary and ternary phase transformations occuring

behavior produces entirely different crack propaga- under solid-liquid and solid state conditions. On a

tion mechanisms in composites from those in alloys, general scalo, such understanding it presently lacking.
Residual stresses, matrix properties and the

fiber-matrix interfaces appear to play fundamerLdl As shown in Figure 5, directional material

riles in propagating cracks through composite structures are expected to play a major role in

materials, In this regard, much of the micro- the future. Directionally solidified eutecticmateial, I ths rgard muh o th miro-alloys and tungsten-fiber-reiniforced superalloys
structural needs discussed earlier will also are and tnstenfib ercb d superloyn

are identified in the figure but, wiiether or not
benefit fracture mechanics, their candidacy leads to operational use depends

on the results of research. Unfortunately,
The retirement for cause philosophy will fail directional structures are anisotropic and while

to succeed, and the sciens- of fracture mechanics their stress axes may be aligned to support the
will fail to advance if meaningful improvements loads of high tip speeds, their tolerance to shear

fail to materialize it, nondestructive inspection may !,rove inadequate. This property could lead to
methods. Lightweight, portable and easy to use faiures in turbine blade roots where shear stresses
devices wil1 be requied in the field to locate are currettly approaching 30 KSI. Metal turbine
and assess damage before residual life can he blades, eutectics and superalloys wil. also need

determined. Very accurate devices will be required coatings to protect them from the severe, oxidizing
in laboratories to quantify the development of environment. Ceramic coatings serve also as thermal
damage and to relate its advance to precisely barriers between the hlae and the hot gas because

defined loading sequences. While electron micro- of their low conductivities. Fundamental data

scopy and conventional ::-ray techniques are invaluable needed for computing heat loads under operating

to the ciharacterizatlon of microstructure, the conditions are rarely a'vailable. Conductivity and
definition of internal stress fields is the redl, thermal emittance data are needed, as are radiative

driving requirement. Very recent studies indicated property data which will become more important as
the feasihility of bulk measurements of residual gas pressures continue their upward trend.

stress with X-ray diffraction. It seems advisable

to pursue these activities and complement them
with similar research using higher energy particles.
Neutron radiography, for example, has already COmbustion kinetics and dynamice, fuel
proved its worth to the turbine engine community synthesis and characterization and composite
by identifying hydrogen embrittlement on turbine material characterizaýion on the microscale are
blades whet- other methods failed. The affinity a iew of the many areav in which the chemical

of hydrogen for *,outrons suggests the exceptional sciences can cntribute to airbreathing combustion.

potential of neutron radiography as a diagnostic Controlling effluents to meet military as well as
tool for composite materials. Immediately obvious civilian obje,'tives has motivated many combustion
is its application to moisture induced damage efforts. Especially irritating because of its

detection and to fracture and microscale character- visibility, smoke continues to stream from jet
ization of certain polymeric resins and adhesives, engines in spite of the resources invested in its

elimination. The problem lies in our Incomplete
Ultrasonic methods have been used for many knowledge of liquid and solid phase nucleation

years to detect flaws in engine components. In and condensation p-ocesses, especially the former.

situ examinations usually rely on a pulse echo In the case of carbon soot, its formation prior

technique, but laboratory experiments might also to the complete consumption of the oxygen in
employ resonance, through-transmission or other producing carbon monoxide suggests a nonequilibrium
methods. The potential of ultrasonics to describe process. A number of mechanisms, including ionic
interior stress fields derives from two cons!dera- and free radical mechanics, have been proposed to

tions. The first of these is the dependence of explain carbon formation, and each is probibly
the propagation speed of disturbances on the stress important to different combustion locales. The
within an elastic solid and, therefore, an inference fact of Lhe matter is that undesirable soot does
of local stress from ,easurements of local wave form in engine combustors and will probably
speed. I'resent methods unfortunately involve the continue in many future turbomachines. Accurate
time of flight over prescribed distances and, measurements of thermodynamic and emissive proper-
thereby, integrate local properties to mean values, ties of hot carbon particles therefore remain of
Thie second consideration, tomography, may eliminate interest to military agencies.
this shortcoming. The techniques now being
developed by radiologists to examine discrete The oxides of nitrogen are other engine

planes in the human body must be studied for their emissions which have received attention during
application to the local measurement if stress, the past decade. Lowering flame temperatures
The payoff promised by success with tomographic reduces NOx, an observation that encourages
techniques for acquiring local stress measurements burning premixed and very lean mixtures. Because
associates a high priority with related research of their high chemical activity, catalytic

activities. combustors are well suited to very low fuel-air
mixtures and to combustion temperatures less than
1400

0 C.. Catalytic combustors offer many other
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advantages but their acceptance and general use Variable cycle engines have been proposed for

in turbomachinery must await the answers to a V/STOL, supersonic cruise and other missions. The

number of very fundamental questions relatcd to exhaustive number of parameters needed to operate

the burning of lean mixtures. Very :areful such engines over broad envelopes, together with

studies are needed to define flame speeds and increasing demands for faster response and reli-

flammability limits in premixed, prevaporized ability have driven engine controllers away from

mixtures and to devise suitable auenching means hydraulic and mechanical systems and toward digital

to inhibit flashback. Other problems directly electronic systems. The operational basis of such

related to the catalyst must also be resolved; systems is control theory. While digital engine

poisons inherent to hydrocarbon fuels need controllers have been developed for specific and

identification and removal; and the chemical limited applications, achieving their full poten-

activity of catalysts operating for extended tial will require research in several areas.

periods it combustion temperatures needs verifica..

tion. Statistical techniques must be developed

beiore the outputs of advanced sensors can be

Combustion problems such as those mentioned compared against control standards with predeter-

in the preceding paragraphs stand a good chance mined reliabilities. Economies obtain from

of being aggravated by synthetic or alternative rationally selecting from among the many measured

fuels. While the constitution of fuels obtained variables on the basis of their relative importance.

from coal or oil shale defies accurate prediction In this regard, research needs exist in the develop-
at this time, it is expected that they will contest ment of search linear models ard regression

less hydrogen and more carbon, water, sulfur, analysis suitable for control problems. Finally,

nitrogen and oxygen than present fuels. The physical it is also important to continue research in

and rheological characteristics of such fuels will multivariate analysis, including the statistical

have to be determined and mears will have to be design and analysis of experiments, since this

devised to alter those properties which exceed discipline underlies a system's capability to

tolerance. At the same time, present Lolerances reject external disturbances and to track essential

on viscosity, density, pour point, freezing point command inputs. Investments in mathematics research

and other physical characteristics will need to be are relatively incxpensive and offer a substantial

reexamined from the point of view of their necessity return to future airbreathinL engine technology.

and possible relaxation. A hydrocarbon type

analysis of fuels derived from coal or shale oil Closure
will undoubtedly differ from a similar analysis of

JP-4, Jet-A or other modern fuels. Higher order Having examined the trends of selected engine

parafiins, aromatics, olefins and napthenes will performance and technology parameters, the fore-

be present, and a firm thermodynamic and kinetic going discussion advises certain research activities.

data base will need to be established before Space, time and the author's personal interests

oxidation reactions can be predicted, limit the discussion to a few research opportunities.

Hopefully, their importance bears an inverse rela-

In an altogether diffcrent area, chemistry tion to their number.

has played a key role in the development of resin

matrix composite materials. Although frequently In most instances, the research needs within

overlooked, there is a fundamental relation between each discipline are discussed in terms of an

the chemical structure of a material and its applicable trend. Three dimensional, time depen-

mechanical behavior. This relation affects the dent aerodynamics has a number of critical applica-

constitutive law and also controls processing tions in airbreathing engines, especially in

characteristics and failure modes. For example, inlets and compressors. An improved understanding

Kelley and Williams have shown that an elastic of turbulence will impact the efficiency of every

modulus, an engineering property, is directly engine's major components. Characterivation of

related to the crosslink density of a polymer metallic and non-metallic materials on the micro-

network, a chemical structure parameter, through scale is essential for the development of constitu-

the product of the Doltzman constant and the tive relations needed in fatigue and fracture

absolute temperature. Many more interdisciplinary analyses and in life cycle predictions. Combustion

and analogous studies will undoubtedly precede the dynamics and kineticq take on increasingly important

resolution of tile really difficult problems in rolbs as new and advanced fuels are synthesized.

composite materials, and these should be encouraged. Such "trend pulled" research assures the evolution-

ary advances mentioned in the introductory para-

Mathematics graphs. The real objective, however, is revolu-
tionary research results which give birth to new

The pervasive natUre of mathematics assures technology and to stepwise trend discontinuities.

that its advances will eventually accelerate the

progress of airbreathing engines. The need for Extraordinary advances hove been known to

improved analysis methods was mentioned in con- spring from intellectually narrow surroundings

junction with the discussions of flu;d and solid but this is not usually the case. Tie common

mech.nics. In those fields, mathematics is an denominator of most important findings is t.eir

assistant, a vehicle for arriving at a physical association with an environment of multidisciplin

result. Yet, there is one area of modern mathe- ary excellence. Broad based renaissance savants

matics which could and probably will directly succeeded within this framework and a similar

impact the future of airbreathing engines*: control milieu persists today in some corporate laborato-

theory. ries, especially in the communication and elec-

tronics industry. Such interdisciplinary research

Aircraft engines have been growing more has all hut disappeared from American universities

complex as they have been tasked to operate at where investigators tend to segregate their

high performance over growing operating envelopes, perspectives according to teaching departments.
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One notable exception that developed during the in failing to create envirunments that increase

last decade illustrates the point. Faced with the probability of revolutionary research advances.

declining aerospace support, some aeronautical Aanagers' portfolios currently emphasize individual

engineering professors joined forces with mectical research efforts. Including leveral above-critical
researchers in answering fundamental circulatory, size, interdisciplinary and focubed activities in

cairdiovascular and skeletal problems. There is their programs is a step in the right direction.
no need to dwell on the extraordinary impact the
fresh breath of fluid dynamics has had on medical
technology but recognize that artifical heart
valves aza a functioning reality. Unfortunately,
academic researchers in those disciplines that REFERENCES
underlie turbomachinery technology have not been

similarly motivated to work together. 1. Air Force Systems Command Research Planning
Guide, HQ AFSC TR 76-01, May 1976. Obtainable

While the author is a firm believer and only from Defense Documentation Center, ADA 029310.

strong advocate of individual efforts in basic
research, he questions if our present national 2. Jane's All the World's Aircraft, 1956 through

effort is not hampered by its fragmentation. To 1977 editions, Jane's Yearbocks, London, England.
the extent that major basic research pertinent

to airbreathing combustion is conducted in 3. Wilkinson, P.D., Aircraft Engines of the World,

universitLes, it appears to suffer from the 1950 through 1970 editions, published by the author,
iiiolation of many individual efforts, no one of 225 Varick St., New York, NY 10013.

wtich is of sufficient size to permit effective

ccnsolidation of ;Imilar theoretical pursuits, 4. Wennerstrom, A. J. and Frost, G. R., "Design

integration of related results and, most of all, of a 1500 fps Transonic High Flow Through Single

exiloitation of multidisciplinary, and synergistic Stage Axial Flow Compressor with Low Hub/Tip Ratio,'

opportunities. In short, the present size of Air Force Aeropropulsion Laboratory Report AFAPL

individual academic research groups is below TR-76-59, 1976.
critical. lit contrast are the multidisciplinary

and above-critical size tuirbomachinery research 5. Osias, J. R., Meyer, T. C. and Hill, R. J.,

focal points in Germany and in the Soviet Union. "Complex Mission History Effects on Low Cycle
Fatigue of Disks, in l atigue Life Technology

Not every scientific research area lends edited by T. A. Cruse and J. P, Gallagher, ASME

itself to large. atid integrated research endeavors Transactions of the 22nd International Gas Turbine

but most do. Activities in fracture mechanics, Conference, Philadelphia, PA., 27-31 March 1977.

for example, would very naturally synthesize the

efforts of metallurgists, chemists and solid 6. Large, J. P., "Estimating Aircraft Turbine

mechanicians. Efforts related to improving Engine Costs," Rand Corporation RM-6384/l-PR,

compressor and turbine performance would reap September 1970.

benefits frot. tuning contributions from fluid

and structural dyaamicists. Real advances in 7. Hauser, C. Ii., et al., "Compressor and Turbine

combustors and combustion processes must surely Technology," Aeronautical Propulsion, NASA SP-381,

await the combined efforts of chemists and fluid pp 229-288, 13-14 May 1979.

dynamicists. It is also difficult to imagine the

development of new instrumentation and diagnostic 8. Zollinger, J. E., "Structural Integrity for

techniqueýi in the absence of multidisciplinary Propulsion Systems," AIAA Journal of Airceaft,

thinking. Vol 12, Number 4, April 1975, pp 195-197.

[rum Leonardo to the Mars landing, history 9. Kelley, F. N. and Williams, M. L., "The

demunstrates the power of multidisciplinary Relation Between Engineering Stress Analysis and

association. In the interest of international Molecular Parameters in Polymeric Materials,"

preeiinencL in science, in engine technology and Proceedings of the Fifth International Congress

in economics, research management would be remiss of Rheology, Vol 3, pp 185-202, Tokyo, Japan, 1970.
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INVES•TIGATION OF THE MIXING REGION BtIWE]M THE PRIMARY

AND SECONDARY STREAMS OF A TW)-DIMENSIONAL

SUPERSONIC AIR-AIR EJECTOR SYSTEM

by

William C. Robison
and

James R. Nelson
Copumander (Forner) Air Force Wright Aeronautical Laboratories

•The turbulent mixing region of a two-d sencinal, supersonic, air-air

ejector system has been experimentally nvijstigated utilizing an interfer-

ometer. Density distributions for the two-suream aixing region within

the ejector duct were established for 6 different test configurations.

Similarity of the density distributions was indicated for mixing region

cross sections as close as one nozzle-exit hydraulic diameter from the

nozzle. Density profiles at successive downstream duct locations were

plotted to show the spread of the mixing region. The effect of normal and

oblique shocks on the rate of spread of the mixing region was found to be

sml]l. In addition, ejector performance data and techniques for spark

lamnp photography are presented. It is concluded that the interferoreter

could be effectively utilized to help determine the transport coefficients

of ejector system turbulent mixing processes.

Copyright AIAA 1966 Reprinted with Permission.
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CUMEINT'lS ON "CIIOKU) -L0W: A GENERALIZATION OF 'ME
CONCEPT AND SOM1E EXPERDNAL DATA"

William C. Robison and James R. Nelson
Wright-Patterson Air Force Base, Ohio

1
in the article by Hioge and Segars the argument is against the ejector

S Imodel which assLumnes that the supersonic primary stream and the walls of the

mixing tube form a converging channel in which the secondary stream expands

to sonic velocity. Recent air ejector studies made at the Air Force Institute
2

Sol Technology by Nelson confirm that the area variation of the primary strean

Ch is insufficient to choke the secondary stream for the test conditions

Spresented in Ref I where the ratio of the mixer area to the prinary nozzle

Sexit area Am/Ap was 3, and the ratio of the mixer length to its hydraulic

diameter L/D was 10.6. We would argue, however, that this result m'ght be

altered for higher ratios of orimary stream total pressure to secondary stream

total pressure P

The situation, for example, at an Ain/Ap of 2 is quite different. As

can be seen from Figures 1 and 2, a primary stream entering the mixer through

a diverging nozzle at a Mach number of 2 rapidly expands entrained ambient

air to supersonic speeds before an oblique-nonmal shock system forms, the

interferogram (Figure 2) shows that the mixer wall and the alternate expansion

and contraction of the nonideally expanded primary jet form a convergent-

divergent nozzle. It iitjy be noted also that relatively little mixing occurs

until the primary stream is decelerated substantially. It is, therefore, clear

that shear and area Nariation are the dominant factors in the acceleration

of the secondary stream.

Other important conclusions trom Reference 2, which are of interest to

investigators of ejector performance and turbulent mixing, art as follows.
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1) Mixer wall static pressure profiles are not an adequate indication

ol the rate of mixing or ccmpleteness of mixing in supersonic ejector systems

for cases where the secondary flow is supersonic or where strong shocks are

present.

2) Interferogrmms indicate that the mixing region in a supersonic ejector

system does not appear to be changed appreciably in width when passing across

shocks that are present in the primary or secondary flow. The mixing regioni

is displaced Literally as it crosses an oblique wave, and the direction of

displacement is dependent upon whether its primary stream has been comprssed

or expanded.

3) it was found that the boundary-layer assumption ofý P/by = 0 across

the mixing region was a quite close approximation, but the centerline static

pressures were not equal to the wall static pressures. In each region of the

primary stream between oblique waves, there is a static pressurE variation.

However, for the flows to remain separated with a mixing regiorn for a boundary,

the pressure gradient indeed must vanish at the boundary.

96



We believe that this last observationi makes a one-dimensional analysis

such as that of Reference 1 invralid for an ejector with a supersonic primar'-

stream. The average pressures of the primary and secondary stream legitimaately

cannot be assumed to be equal. The streams, must be allowed to interact. to

provide equal pressures at the edge of the mixing region. The best analytical

3
effort of this sort that we have seen is that of Chow and Addy.

Fig. 2 Interoferogram of Mixer Flowfield (AnVAp 2, Mp =2)
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'1 MINOL(OGICM AL)VANCES IN AI RFPAMI-PROPtILSION IN•.•IRATTON

D. Zonars
Deputy Director (Retired), Air Force Flight Dynamidc Laboraory

Wright-Patterson Air Force Base, Ohio

V F-1ilA aircraft inlet system and TF-30 engine compatibility is

reviewed based on au, assessrmnt of tine averaged and instantaneous distortion

i araneters. In addition, recent advances in research on inlet configurations
C associzted widi steady-state and dynamic distortions are presented. A

Scopillate random data accquisition, editing and processing method is

Scdescribed for accomplishing data analysis as an inlet flow diagnostic tool.

Finally, recent afterbody and nozl research results, which improve the

technology base for understanding airfrane-nozzle interactionL., areC
Sreviewed. A basic aircraft configuration incorporating a common forebody,

wing, 1nlet system and a twJn engine installation was utilized during high

Reynolds ntunber wind tinnuel tests to detcuibie the relative merits of a

wide spectriun of afterbody-nozzle geouuxricai vEariations.

This work was performed at the Air Foice Flight Dynamics Laboratory under
AFSC direction.
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TECKNOLOrICAL ADVANCES IN AIRFRAME-PROPMLSION INTErRATION

D. Zonars, Chief Scientist
Air Force Flight Dynamics Laboratory S

Air Force Systems Command

Wright-Patterson Ai; Force Base, Ohio

Abstract II. F-ill Inlet Flight Experiences

F-1l1A aircraft inlet system and TY-30 engine Advanced tactical aircraft are required to per-
compatibilitv is reviewed based on an assessment of form a number of missions which Lemand a nigh de-
time averaged and instantaneous distortion parame- Rree of airframe propulsion integration including
ters. Tn addition, recent advances in research on low flow distortion over a much larger range of
inlet configurations associated with steady-state operating conditions (Mach number, altitude, angle
and dvnamic distortions are presented. A complete of attack, engine mass flow) than previous super-
random data acquisition, editing and processing sonic tactical aircraft systems. Requirements for
method is described for accomplishing data &nalysis maneuvering flight in a low drag configuration
as an inlet flow diagnostic tool. Finally, recent necessarily implies high angle of attack flight
afterbody and nozzle research results, which improve attitudes from subsonic to supersonic speeds in
the technologe base for understanding airframe- excess of Mach number 2.0.
nozzle interactions, are reviewed. A basic aircraft
configuration incorporating a common forebody, wing, It has been, therefore, cuite natural to utilize
inlet system end a twin engine installation was an inlet design for the F-1lIA which takes advantage
utilized daring high Reynolds number wind tunnel of the flight vehicle fuselage and wing to reduce
tests to determine the relative merits of A wide the effects of angle of attack and angle of yaw
spect;um of afterbody-nozzle geometrical variations, during maneuvering flight. The F-1l1A inlet shown

in Figure 1 is an external comiression 88 degzee
I. Introduction segment of an axisymmnetric inlet which is integrated

with the airframe fuselage-wing root intersection.
Over the past twernty years, both military and Locating the inlet in the wing-fuselage flow field

civilian flight vehicle sophistication has drasti- also provides precompression for the inlet flow in
cally increased as a result of the ever prolifer- supersonic flight which means that the inlet cap-
ating demands for improved performance. This ture amea is reduced from that required at free
increase in aerospace system sophistlcatioi, ha stream conditions. Further, a significant vehicle
been possible through new and rapidly emerging weight savings is realized by integrating the
technologies including the advent of new design supporting structure of the inlet and relatively
techniques and farility testing methods, short duct with the vehicle structure.

The spike system of the inlet translates foreThe continuing degree of interest displayed in and aft and the second cone angle varies with flightairframe-propulsion integration is not surprising Mach number and angle of attack to vary the inlet
since this technical domain involves critically throat area. Each of the inlets is matched to a
important influences which strongly impact vehicle Pratt and Whitney TF-30-P-3 afterburning turbofan
performance. More Importantly, this area has been engine. The modulated afterburner improves the
under significant scrutiny due to the difficulties tactical ability of the F-11A by providing a vari-
experienced in the operation of tactical type air- able thrust output in afterburner mode upon demand
craft. The most severe problem has been engine Ey the throttle. Therefore, in addition to being
surge or compressor stall due to steady-state and closely integrated with the airframe, the F-IlA
dynamic distortion emanating principally from the inlet system is closely integrated with the engine
inlet. On the other hand, acknowledgment of the to accommodate variations in airflow demand during
excessive drag associated with inlet and nozzle
Installations has been of a subtle nature with low engine transient operation.
level -ttention given to this subject until recently. During prototype flight tests of the F-1lIA, it
In both cases, variable geometry systems have been became apparent that the desired flight envelope
employed to accommodate the wide range of mass flow was restricted. Maneuverability of the aircraft at
and pressure ratio characteristics required for high subsonic speeds and supersonic speeds was beingmatching airframe and propulsion systems. limited by a rapid buildup of steady and dynamic

inlet flow distortion resulting in engine compressor
The transonic flight regime still appears as stall. This incompatibility of the inlet and engine

the most difficult portion of the speed range in in the F-li2A aircraft was the impetus for a compre-
which limited analysis methods can be applied to hensive evaluation of flight test and wind tunnel
predict airframe-nozzle interactions. By necessity, data to identify the c;uses of the compressor stalls
one must turn to •xperimental means in order to and define modifications to the inlet system to
develop a viable and correct determination of the reduce the incidence of 2ompressor stalls in both
phenomena involved. The AF Flight Dynamics Labora- steady state and maneuvering flight.
tory has undertaken a number of programs to inves-
tigate the effects of air flows about fuselage and In order to identify problem areas and suggest
fuselage wing configurations throughout the subsonic, modifications to improve the inlet system and its
transonic and supersonic speed regimes. A portion compatibility with the engine, the inlet of a proto-

of this work is reported herein, type airplane was equipped with diagnostic total

and static pressure instrumentation In the inlet
and engine. In addition, the engine compressor
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FIGURE 1. AFT VIEW OF TYPICAL F-111A INLET

face was equipped with 40 total pressure probes in uniformly expanded into a circumferential profile at
centroids of equal areas to map the total pressure the compressor face. A plant of symmetry was
pattern entering the fan and low pressure compress- assumed half way between the 88 degree sector of the
or of the engine. There were eight rakes with five inlet system. The total pressures resulting from
probes per rake. such calculations were plotted and cospar-d with

those of the 1/6 scale wind tunnel and flight case.
Initially, a theoretical study was undertaken Figure 7 shows such a comparison. The wind tunnel

to determine the anticipated steady state dietor- and flight data showed a remarkably similar profile,
tior. at the compressor face during supersonic however the comparison with theory Is under3tandably
flight. The pqrpaes of this study was to compare different due to the absence of viscous effects.
such information w'th similar 1/6 scale wind tunnel More importantly, the main difference stems from a
and actual flight t.cnt data and thus provide in- clearly identifiable low energy area on the inboard,
sight as to trouble areas resulting from specific lower portion of the compressor face which is quite
theoretical-experftantal differences. The condi- different than that predicted by the inviscid
tions of Mach number 2.2 and angle of attack of theory. It was therefore clear that an investigS-
5.5 dzgrees with an initial inlet cone angle of tion should be undertaken to survey the oncoming
12.5 degrees and second cone angle of 24 degrees and duct flow relating to this portion of the entire
was chosen. The theoretical approach first con- airflow. Values of steady state distortion are also
misted of estismting the Mach number aft of the presented as derived from the expressivn 1 DA as
conical wave system resulting from the fuselage- follows: r- "
wing love Interjsection. This yieldee a Kach t.. @t
number of 2.08 whierein the flow field was assumed m i nm -

to be uniform to the inlet. An exact Taylor- t-11 t Pra
Kaccoll solution was developed for the initial cone L J
angle with subsequent use of the method of char-
acteristics to generate the flow field .About the K 100 (1)
second cone. A normal shock wAie then assumed at

the entrance to the cowl lip. The resulting iso- -lCi

bire for this 88 degree inlet segment were then
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where to indicate regions of separated flow. In a
C - ratio of comreseor Inlet radius to ring parallel utudy coordinated with this quasi-steady

radius data evaluation, the dynamic pressure fluctuation.
indicated by traces from the flight telemetry and

I - number of ring magnetic tape output of the individual probes were
being carefully analyzed. Under certain flight

0- largest continuou' arc of the ring over conditions, the traces indicated extreme "turbu-
which the total praseure is below the ring lence" at the compressor face. This was known to

average pressure cause a loss in engine stability in other mines
as reported by Gabriel, Wallner and Lubick and

Pt. ring average pressuro was felt to be a contribhtory factor in the stall
av problems of the F-lilA. Although a complete corre-

lation between quasi-steady flow distortion and
; ring minimum total pressure dvnamic pressure fluctuationN was not undertaken,

in It was realized that there was a cause and effect

Here again, tie low theoretical KDA valur is due to relationship between these two types of distortion

the absence of 0ie 10,., inboard impact pressures and the approach was to address the cause of
and the inviecid assumptions, unsteady and non-uniform flow in the inlet and

attempt to eliminate it. A corresponding reduction
In the analysis of the flight test da,, taken of the severity of the dynamic-pressure fluctuations

with this instrumentation, several approachec ware (dynamic distortion) would be expected, but it was
employed. First, compressor face total pressare isportant to know the relationships between steady
maps were compared, which showed the changes in and dynamic flow to the limits of the instrumenta-
flow distortion as a compressor stall conJition was tion signal available.
approached. Alti-ough this analysis indicated a low
total pressure region on the inboard side, the
results wre inconclusive and so time variations of TIT. P-ill Inlet Pressure Fluctuation Effects
date from other sets of instrumentation further up-
stream in the duct warn examined for many stall The effects of transient disturbances, or more
sequences in order to identify proble areas in the specificallv, the fluctuating nature of the measured
inlet flow field as they developed. From the time total pressures at the compressor face ware con-
sequence plots, selected data for a particular time sidered to have a strong influence in the stall 0
cut were used to define duct static pressure dis- properties of the engine. This influence and
tributlono or boundary layer total pressure pro- corresponding effect were considered to be above
files. 1he static pressure distributions were used the acceptable steady-state distortion which cnuld
to locate shock wave positions, indicate boundary be accommodated by the engine. The flight regime

layer bleed effectiveness, estimate stream velocl- in which this phenomenon commenced was found to be
tie., and indicate regions of separated flow, at low supersonic speeds, with increasing disturb-
Total pressure profiles were used to define regions atice intensity as a function of increasing Mach
of low energy flow ahead of and in the inlet, and number. These disturhnncea exhibited a wide range
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of vnpl 10til.'-treqontc-e -,intent showing both slow measured pressure variations for conditionis just
an.tI r~ip I, r.iiis i.- it t , , h .lw t ransijents could prior to engine isth 1. Theoretical predict ions
p(,qsiblv hec ompensated for by inlet and engine were provided by Air Force Aero Propulsion Labors-
controls. For such low frequencv .tvtturbanvces, tory personnel. Figure 4 shows the nature of the
engine performanc,, in basically similar to isieadv- aplitude corretctions an a function of frequency
qtate operaticn since normally, thie outlet pres- when examined for an average pressure of 14.7 pat
sorres; will t-illow the inlet flow variations inl and varying temperature. The experimental data
magrnitule anid phase such that the overall compress- taken at room temperature showed excellent agree-
or pressure ratio will remain the -same, However, ment with theory.
tit,- -vinjorttv nf actual transient disturbances and
tot~il pressure fluctuationki were found to be sig- o
nit icantlv fanter than any of the aforementioned
controi, capabilities. Under these circumstances,* /

specific outlet pressures lag the inlet; pressure :Z XACT 1[i l~eoss.IW
vsriation.. in both amplitude and phs.Canse . - WA

qovnlvthepressure ratio across the compressor CSI.PES
c~t ificonsiderably from the sed-tt au
onteoeaigline, and conditions can be CORRECTION a W 111K LINGTH

reahe werincompressor stall margin reduction FACT(

andove stll illbe experienced. Data from
refe.rence (1) has shown this to be the case for a I
simply, induced sinusoidal pressure variation Input
to it compressor.

It is important to note here that the original
compressor face total pressure instrumentation on 10 00o 1000
the prototype test aircraft was never Intended for FREQUENCY CYCLESSECOND
the accurate measurement and analysis of transient
dis4turbances. Hen.,', an efior, to corr' ate tran-
silent disturbances with the lower frequency average Fr:;VV. 4. F- I A 0OVC'ILLA1YJA'Y FR;;Ib "J'A'
values of the measured total pressures to the comn- iic'7R7IC
p-t-iscr face required special data reduction

.,.tod.. Ttalpresurereaoutfro flghtMany supersonic flight coaditions associated
-,inetlc tapes at conditions Appropriate to engt ite with engLne stall were examined with specific
.taill were first identified avid then processed emph~asis on the high freque~ncy aspects of the tran-
throuigh narrow hand pass filters by the Field sient disturbances. Multiplexing of tire inutrumen-
t
lra'cur.mentt C~roup of the Air lYorce Flight lPvtiamtc4 tation, as is normally accomplished on tout air-

] a-ritorvty Figure 3 shows two typical frequency craft for measuring steady-state parameters, was
4puctrulims obtained from the filtering proices.. oft found to have a strong influence on the high ftc-
the flight test data wherein H9rcinch long quency transient data. In an effort to isolate
pr.'sscrr. carrying lines were providedc between the these effects, several flights were perfurmed
prt-ssure probes And the t ransmducers. At first Involving a minimum of aul iplexinp with -1 15 inch

line replacing one of the 85.55 ir~rh lines for
reduced tubulat ion effects. A compariston of
pressure transients in a 85.5.5 inich line! with

'Fmultiple xins versus a 15 Liacb length tubing with
~ minimal multiplexing is shown in Figure 5.

storsisi si i, .. A , rthi iI& : & : s s: mTc7I'ZZ ist

0 - --- PRESS-3 0 too 1000

FttQUENCY- CY'CLES SECCND PSI RMS

FAuU;3. 7'Y1'.WAZ F-li IA CY$Wlib'S.ZeR A( e IA'
AMP1,!TU1&-FREQUENCY S!AlFM0 ____________________

10 too 1Q000
glance, the higher amtplitude data would appear to
occur at the lower frequencies; however, the utili-FRO NC.CCLS/SOD
zation of 85.55 inch lines (tubulation) for steady K~R (,, COMARIZON OF P-111A TI1A::
Ptate pressure measurements suggested the possi-
bilities of transient signal attenuation to the
transducer due to classical acoustic cyps dissipa- Above approxiviately 250 cps it can be seen that the
ticn. It. order to correct for thic tubulation high frequency transients recorded with the 85.55S
effect, an experimental program was undertaken by Inch line were duo to multiplexing, and not present

the Aero-Acoustics Branch of the Air Force Flight excepit for some disturbances in the 525-66G cpa
Dynamics Laboratory to apply corrections to the range. It was, therefore, decided to utilize
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U - .'0, ps frequency range fur data analysis when angle of attack on the dynamic characteristics of
tran4irnt data was subject to mbItiplexing, and this probe at a constant M. - 0.77. Although mhany
0 - IOOU cps for the data with minimal multiplexing. discrete frequencier were identified from the spec-

trum analyzer output, specific frequencies of 130,
A specific comparison of steady-state compress- 230, and 525 cpa appeared to persist with relative-

or face recovery pressures with corresponding tran- ly high amplitude for this teut condition, which
sient disturbance values obtained from flight is was at a military power engine setting. The ampli-
shown in Figure 6. The oscillatory or transient tudes of these particular frequencies appeared to
pressure data is based on 0 - 250 cps as discussed he fairly constant up to moderate angle of attack
above. Figure 6 shows, generally, that the high, with a tendency to converge and further increase in

TOP

BOA RD 0.

..Y ... .4

STEADY STATE COMPRESSOR FACE RMS OSCILLATORY PRESSURES"-
RECOVERY PRESSURES % OF 'AVG. TOTAL PRESSURE

AIRCRAFT 16; M 1 I.q8, 0(,4.80, 0.2 SECONDS BF'rORE ENGINE STALL
0

Fbl;/RIF 6. F--lJA COMPRE.;SOR FAJE." ::TEAVY-STATE ANP 0).'CLLA2"O!Y T'RY,',l;RE,':

:iteady-state recovery pressures corresponded to amplitudu at higher angles of attack until ei.ýine
areas of reduced transi,.•,t or oncillatory pressuzes, compressor stall was experienced. Also shown on
whereas Low recovery pressures related to .:egz.ons Figure 7 are the effects of first zone afterburner
of higher transient valu a. The region it, ihe operation for cruise angle of attack. The
lower left-hand corner of the oscillatory ;ressure /
map was of particular interest, this arer .if high- 1.4 K0Pt
eat transient disturbance values cotrep.onded
directly to the lower leit-hand port'.n o" the 1.2 M 0Oi1
inlet which was most susceptible t. boundary layer
ingzstion. In addition, the stedy statc analysis E.0Si ZONE 51Wt
from flight demonstrated the urward spreading of 1.0eulttt ]

low total pressures from the 1,ottom of the sharp RMS %
cowl lip with increasing angle of attac'%. The data OF AVG. 0.8
of Figure 6 would indicate that, in ad'ition to RECOVERY AILOtARY RATED P0*w"
being of a very low recovery nature, this portion 0.6 %
of the flow possessed a hi,,h degree of flow unstead- CP SP

iness sufficleat to cause engine stall. 0.4-

The transient dlsturbmance analysis for all 40 02 0

compressor face pressure measuruments for a particu-
lar stall condition would have required a prohibi- 0
ted expenditure of manhours and it was, therefore, 0 25 so 75 00
decided to use an available singly pitot tube of 15 ANGLE OF ATTACK ,% Of ¶STALL ANGLE
inch tubulation to examine the fluctuating nature
of the duct flow. Figure ' shows the effect of PrGURF /'. F-1liA (CoAf'MRr',s:;oH FA?:r IrnK:su/11HP

n[,umUA TION.' VW7. AN(;l,,' ý' A'T'A(CK
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amplitude associated with 130 cps was found to where
change a small amount. however, there was a sub- C - ratio of compressor inlet radius to ring
stantial amplitude Increase~ in the 230 and 325 cps radius
frequencies.

I -number of ring
The condition of aircraft acceleration for

cruise angle of attack at maximum afterburner power 9-- largest continuous arc of the ring over
was examined with result& as presented in Figure 6. which the total pressure ic below the ring

average pressure

1.0 0 pt ring maxim=. total pressure

0.6 $TAU
Pt. ring arerage pressure

RMS % 0.6&
OF AVG. K t. ring minimum total pressure
RECOVERY 04\ ~ a . lm

In this specific effort a flight test P-11lA air-
0.2 craft wes utilized to determine the dynamic nature

of inlet pressure fluctuations related to engine
operational stability. Derived steady state flow

o .. 4..dstortion patterns as developed from low response
0.6 .6 10 1. 1.41.6 1 2! '222'4 pressure InstrumenaTtatioa were compared with bothMACH NUMBER the KDA and KID distortion parameters calculated

b'Z;I~k S.F-iIA Y7*PRES¶"O? FCE RESUREfrom high response instrumentation. A typical com-F-11A CWRESOR ACE RESUREparison is shown in Figure 9 for the flight case of
F~k.TUAONS ::.MAC/ N~bRKoch number 1.6 at en altitude of 45,000 feet with

off-design inlet spike position. Here It Is clear-Hers again, the influence of afterburner operation ly seen that the low response date technique func-
is shown in the amplitudes of the 240 and 525 cps tioning at a sampling rate of 50 cuts per second
frequencies for transonic flight conditions. How- did not yield information indicative of the com-
ever, amplitudes at these frequencies decreaused pressor stall. On the other hand, utilizing the
with increasing Msch number and corresponding higher response data technique and calculating
deLrsases In corrected air flow up to approximately either the K." or K.~ distortion parameter at 400
Kach number 2. Beyond Mach number 2 * there was a
dramatic increase in all three amplitudes up to
Mach number 2.2 where engine stall was experienced.

From the quasi-steady and transient disturbance
data studied during 1967, it was clear that the
engine compressor stall characteristics were K01
strongly influenced by Inlet pressure pulsatimns at
high frequencies and this ef~ect msut be considered 4hiII
in conjunction with the "steady state" distortion. FPSM.

IV. Detailed Studies of P-111A Inlet mid &muice
Air Flow '1U,.LUatiun Effects__________________

Subsequent to the initial study of the Y-l1lA -m

Section III. a limited number of investiga4tions 2. Kom

have been carried out in order to shed light on 4hg
this important problem area. A typical example of reapsw
one of the more significant and ýjcent programs was 4M0s
reported by Plourdwaqd Bri--low ). Recently,Burcham and Hughes have modified and utilized
the Pratt and Whitney K DA distortion factor for
predicting surge. The engine compressor face was
sub-divided into 5 equal areas through concentric KDA I
circles or rings. Probes were placed on rings.lw 2
which were maintained at a constant radii from the r KI I I I I ,Jcompressor centerline. The modified KAdistortio so..... ms I- Jpar ame ter was defined as folows:-3 -. 5 .

i1 *v Iz WITH cIG RESPON'SE Xapg. F-111A PLIGHT CONDITON ADLWIVSOS~
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samples par second did yield a @Lbstantal, peak %v "ON-V'0"87
approximately 15 milliseconds prior to surge.
Figure 10 shows a time history of the probe data
and disturtioij factor for Mach number 2.17 and on
altitude of 44.000 feet. Probes A and B ahow
increases in pressure as the stall condition In Al
approached whereas probes A

1 
and Bl are decreasing

and hence result in a maximum distortion value.
it is interesting to note that the instantaneous
pressure recovery map show& a larger high pressure
area along with a more intense low pressure area.

pt 0". 83 v .83

P resur rImwry Pressure rowvwy
Time gimg Instntaneous at

.A surge initiation
Surge Initiat Surge

Pressure recovery map Pressure recovery map KDA 0
Time avercged Instantaneous at surge Initiation

Surge Initiation--\\Surge
20.5 A

Pressure, 19.5 Time, soc
psia 1.

FIG']RE JI. COMPARISON OF AVERAGE RECOVERY AND
17. INSTANTANEOUS RECOVERY MATS WITH XDA. F. '

20 ,FLIGHT CONDITIONS; MACH NOMBER - 0. , ALTITUDE -
Pressure, 1 _o,ooo FEET AN,• OFpF-DE-SGN spIKi POSITION

psiV. Advanced Inlet Confiuration Studio

More recently the Air Force Flight Dynamics
Laboratory has undertaken a number of programs to

1400 investigate flovm about fuselage and win%-fuselage

1200 combinations throughout the subsonic, transonic and
supersonic speed rSgimes. The objectives of these

KDA 1000 progrea, are to develop a clear understanding of
inlet-airframe interactions and, more importantly,

sum to attain an experimental data bank and corres-
ponding analytical approach for assessing the dynam-
ic phenomena associated with engines and inlets.

Time, sc The Laboratory has initiated project Tailor-Kate in
order to examine the effects of configuration vari-

/•':;'R;E ,. ('CC4'A1?R;oN OF AVWRAGE HECOVERY AND ations on flow field dynamic* and related effects
IN.TANTV,')U.; Iý,'COWVRY MAya WITH KD. F-IlIA to the engine syitem. Figures 12 and 13 show a
FLIJ/l' CONI)'TIONS: MACH NUWIRER - 2.17, ALTITUDE , typical 1/3 scale wind tunnel model along with
44,000 F'ET various aircraft configuratiuns studied. Configur-

ations A-1 and A-2 are examples of side mounted
Figure 11 shows the surge characteristics for type inlets whereas A-3 to an example of a fuselage

transonic flight at Mach number 0.9 and 30.000 foot shielded inlet, and wing shielded inlets ore shown
altitude. This particular stall occurred as a by configurations 3-3 and B-4. One quarter scle
result of the off-design conditions of the Inlet fuselage models were €ovitructed for wind tuuon,9

cone end is generally recognized as a "drift" type testing purposes with appropriate fuselage static
of aurga. This is demonstrated by the fact that pressure distributions. boundary layer measuremsnts
peak -sluse of the distortion factor occurred Paver- and more importantly, the dynamic nature of the
ao imes during the t1me period examined, flow fields 3t the proposed inlet stations. In

addition to the flow field massuraments made in the
The modified dist~i~ion parameter as developed area of the entrance to the inlet. :wo side mounted

by Burches aid Hughes'' was found to be approxi- and two shielded external iomprossion inlets were
mately 80 percent effective in identifying surge tailored for the flow field, defined by the fore-
when dynamic conditions prevailed within approxi- bod7 as shown in Figure 14. The ditailed instru-
mately 90 percent of the maximum mteady state die- mentation for such a duct system is sho.n in Figure
tortion( o"jV . Needless to say, additional infer- 15. Instrumentation was utilized to document the
mat-ion 181 and more exacting methods must be inlet perforumance and included static prpssure
developed to predict engine Instability due to rakes near the cewi lip, in the diffuser and at the
dynamic inlet conditions.
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FIGURE 12. TYPICAL 1/3 SCALE TAIJOR-K4ATE' WIND TUNNEL MODEL

B-3~ B-4

FIGURE 13. REPRESENTATIVE CONFIGURATIONS FOR FOREBODY FLOW FIELD TESTS

saimulated compressor face. It is important to note experienced higher distortion with correspondingly

that the compreseor face instrumentation contained higher indices of "r-rbulenci."

high response type transducers to 1duntify the

"fluctuation nature of the inlet flow. Figure 16 The importance of the flow field generated by

shows the results of wind tunnel tests for the four the forebody of thebVod elase has bi!mpointed out

"configurations mentioned. These tests were per- by Surber and Steve aud Zonars . An example

formed at Hach number 2.2 with varying angle of of such sensitivity ia shown in Figure 17 wherein

attack. Figure 16 shove both wing shielded inlet the side mounted 2-dimetwional inlet on body A-i

systems experienced lower distortion as indicated was examined in conjunction with body A-2. This

by thi simple distortion index along with low figure shove the vastly different characteristic
"turbulence" as a function of angle of attack. As of distortion vs "turbulence." Surprisingly

might be expected the sie* mounted type of inlets enough, the small change in contour of the A-2
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STATION 2 STATION 2

B-3

POROUS-PLATE BLEED
FIGURE 14. NOWFNCLATURE AND CVW,4#JISON OP FOUR (4) INLL' DESIGNS

STATIC PRFSSURE LOCATIONS
* STEADY

STATE
SHIH RESPONS (40 PROBES *,&

SAIN 2

FIGURE 1 b. TYPICAL INLET INSTRUMENTATION

* A-1l
* B-4I
0 Aw1

.6.6 -tlURBULENCE

.4.04

(PT p T TRMS .0
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pP ov

av " .2
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ANGLE OF ATTý,:;' - ZEGREES ANGLE OF ATTACK - DEGREES

,I7UH: 16. rOMPAHTaON OF ;TADY-STAI`F AND DYNAMIC DIzTORTrION FOR VARIOU:; f;ONP'fANATION,; AT MACIH NIJOII'A'
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. digitization Is required to review one case. More
specifically, the area of interest centers on the

A [E analysis of the dynamic or fluctuating component
of total pressure measured at the zompressor face
plane of a trisonic type inlet. The pressures are
measured by means of fast response instrumentation

FLOW A-I INLET located in rakes radiating from the hub. This

DISTORTION CONFIGURATION data in recorded on analog tape and represents the

PARAMIJ.ERDx 4 beginning of our problem.

A-I INLET WITH The solution to this problem has been to

.2A-2ORBODY develop an analog editing system for screening and

_W_ _ editing inlet dynamic data based on the use of
ALWAYS--' engine distortion parameters. As a result, large
.sSTABLE. ,quantities of tape can be screened and those parts

0 .01 .02 .03 .04 .05 06 of the data identified which would have adverse
TURSUL INC E,-A PTRMS/PT effects on airframe-propulsion compatibility.

A typical Air Force Flight Dynamics Laboratory
FIGURE 17. INFLUENCE OF R)RFBODY CONTOUR ON inlet program consists of 5000 data points wherein
ENGINE STABILITY AT MACH NUMBER 2.2 one Mach number, angle of attack and yaw, and

canturs area ratio comprises a single data point.
fumeelage was found to have a substantially better At least 200 feet of tape are used for each data

characteristic than A-v. Thas is undoubtedly due point and as a result, it can be seen that about
to a loer local outwan h and hesce a rudued tend- 100reels of tape are required for a program of this

ency toward flow separation on the inboard side of mgnitude. For a more extensive inlet development
program, such as associated with edvanced flight

the inlet. In the event the designer is confined vehicles, as many as 500 'apAs are required. In
to the A-llct configuration and cannot readjustthe data of in rest is containud on

the body contour as shown by the A-2 characteris- only about one percent of the tape which ai not

tics, he must then look for other means by vhich necesrily the same one percent of t ape mentioned

he can suppress both the steady state anG "turbu- previously. The principle question that arises is
lent" distortion. A longer inlet duct has a sur- how does one expeditiously and economically locate
prisingly favorable characteristic as denoted in the data of interest?
Figure 18. there is a considerable reduction in

both distortion parameters which puts the opera- In the development of the analog editing system,
tional mode oP the inlet well within the stable certain goals were established. ;irst, it was

bounds of engine operation. desirable to utilize parametera Involving all the

_.0 _compressor face steady-state and dynamic data which
1.0( -had a direct relationship to engine stability.

Second. a schow was desired that would identify

.8 Y I high levels of dynamic flow activity on the tapes
'8 -AIWAYS •and where this event occurred. Third, a fastS'ABL[ E• response capability was a requir-,aent in order to

FLOW .6. account for model scale. Tor example, if a particu-
DISTORTION l.A angins is sensitive to pressure fluctuationb up

PARAMETER-Dx to 200 cycles/second, and the inlet wind tunnel
AX .4 mr)imel is one-tenth scale, then valid data Out to

2000 cycles/second is required irom the model.
-LModl scaling b haracteristicy hpve been hypotha-

.L•XiENCE[sized by Sherman and Motycka 13). Fourth, a
desirous capability was to use more than one para-

0 ,mtor in the screnning process to determine which

0 .01 .02 .03 .04 .05 .06 was most meaningful and acceptable and hence avoid

TURBULENCE,-A / tape re-runs. Fifth, the system should be flexlble
T T to permit digitization of data and possear a data

RMS1  o playback capability at the recorded 3peed.

FigSURE 18. EF,"ECT OF LONGER DUCT ON SUPPRESSING Among t0e parameters selected for data screen-
STEADY STATS AND "TURLULENT" DISTORTION ing was the Pratt & Whitney engine distrrtlnn param-

eters KAL and KA which have bean !.nlre d o.
the ba ss o expcrimental data. TVie expressions
shown below, which in part relates to reference(12),

I. rmic Data Handling Technique describe the level of distortion associated with a

Among the problems that exist in handling particular compressor face pattern.

dynamic data are the tremendous quantities of ana-
log data tapes generated during inlet study and KA - K + bKRAD (3)
L.evelopment programs and that past efforts to

avly e rdyagicomponaha of coprnesso he a cel tpotalhas been seen relative to the behavior of the steady -Pt (4)
anate or average component of compressor face total KAa t D x Pt

pressure. As a consequence, only about oni percent D /fiv tv,

of the date is actually examined since considerable i-
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where occurrence. The resolution of the tape search unitb - constant depending on engine design and permits identification of the peak value within one
entrance Kach number millisecond. Center frequencies used in the dis-

criminators have been selected for greatest compat-
x - weighting factor depending on distortion ibility with those being used by USAF and c,'ntract-

sensitivity or facilities. The dynamic data can be filzered
from 125 to 9000 cycles/second in six discrete

K describes the influences associated with a cir- increments in order to account for model scale and
cumferential distortion pattern while K W describes filtering of any unwanted high frequency informa-
the pattern variation associated with radial dis- tion such as probe resonance. Both the engine
tortion. When a combined pattern exists, which is distortion parameters and pressure data can be
typically the case. K9 and KRAD are added together digitized at various sampling rates.
in a weighted manner to form KA. In addition to
the Pratt and Whitney parameters, a set of General Our past and current efforts have included
Electric engine distortion parameters have been review of the compatibility points in the B-1 Inter-
programed. These expressions are used to identify face Control Document and the Arnold Engineering
high levels of dynamic activity In the air flow Development Center 1/10 scale inlet test data. In
process. These data are subsequently subjected to addition to continued support of the B-1 program.
further analysis which in turn aide in determining data from the RA-5C wind tunnel-flight test corre-
the necessary modifications required to slleviate lation and Tailor-Hate programs will be reviewed.
the compatibility problem. (bMcDonnell-Douglas personnel(16) have developed

The dynamic data screening device or system was a screening system for use during the F-15 Inlet
developed jointly between the Air Force Flight development program. In examining this capability
Dynam-ics Laboratory and the Aeronautical Systems to review dynamic data based c' co.ventional means,
Division Computer Center using a hybrid computer. it was estimated that six manyeace and one million
This program was initiated in January 1970 by dollars were required to review one percent of a
Sedlock and Marous (14) with the acquisition of a 250 data point program which represented some four
72 channel multiplex discr1i-nator system, a 14 million pressure distributions. The development
track direct playback tape transport, tape search of an analog editing system reduced this task to
unit peak detectors, and a 48 channel data filter- six weeks with leas than 1000 feet of tape to be
ing system. The complete syqtem shown in $igure 19 examined. Our own experience has shown that one
became oparational in July 1971. The system reel of tape containing 30 data points can be
described above isn ilar to otn developed by examined in approximately one hour. To accomplish
Critv7s ad Hckart'', Crites' , Lynch and the same tusk with .A digital computer would require
Slade.(17 except for the added flexibility due to a 15 hours to digitiie rhe data and approximately
hybrid computer capability. 20 hours of computer time to process the informa-

tion. This estimate I- based on 200 samples per
The current status of the Air Force Flight data point. The develorent described above repre-

Dynamics Laboratory system is that both General sents a major step in handling the extremely large
Electric and Pratt and Whitney engine distortion amount of data associated with an inlet development
parameters have been programmed on the computer and program.
up to five parameters can be tracked simultaneously
with an order of priority ostablished for each A description of how the engine distortion are
parameter. The primary requirement of the system implemented on the analog/digital computer to
is to identify dynamic peaks and the time of accomplish the goal of editing and screening the

HYBRID COMPUTER
FM MULTIPLEX ANALOG DIGITAL

DISCRIMINATOR F I LTERS A
SSYSTEM LI NE

PR I NTER

STAPE DECK DETECTORS [

MAG
TAPE

SEARCH--
UNIT

FIGURE 19. DYNAMIC DATA 6CRFENING AND EDITING SYSTRM
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data will now be addressed. This can be accomplished line printer or stored on magnetic tape.
by relating the expression for Ko to a particular
configuration of total pressure probes at the com- VII. Advanced Nozzle Configuration Studies
pressor face. In this particular case, consider a
configuration that consists of 48 probes with six The Air Force Flight Dynamics Laboratory has

rings and eigh', rakes. The implementation of Equa- undertaken a number of programs(1
8

) to investigate
tin (3) on the analog computer is quite simple. the effects of airframe-nozzle interactions through-
The steady state and gain adjusted fluctuating pres- out the subsonic, transonic and supersonic speed re-

sure are summed together to torm the total component gimes. 1he objective of these programs is to de-

of pressure. Each pressure is multiplied by its re- velop a clear understanding of nozzle-airframe in-

spective !ineO and cosineO, summed around each teractions and hence improve the technology base.

ring, and then squared. These two terms are added A Lasic aircraft configuration incorporating a com-
together and then the square root is taken of this mon forebody, ,Yin&, inlet system, and a twin engine
summation. Finally, this value is multiplied by installation shown in Figure 20, was utilized during
the value of the leading term to attain K9 for vi- high Reynolds number (0.5 - 6 x 106 per foot) wind

ring. This process is repeated for each ring and Lunne! tests to determine the relative merits of a

then the individual ring K4 are summed together to
form the total Ke. While the value of this expres-
sion is being calculated, a similar process is oc-
curring simultaneously for the other parameters.

The editing process is accomplished by consid- "''
ering the time history of the parameter K@, K can WL.
be generated as a continuour function since an ana- -.-

lug computer is a c"atinuous type of machine. The TWIN 13.11

operator has the ability to set a threshold level ,, 13t
fur each of the parameters such that only informa-
tion occurring about that level will be examined.
The engineer must know when a peak in K9 has been
experienced and the time of this occurrence. In ad- 1.6

dition, he is interested in the value of K9 whan it
exceeds a given threshold level and when it returns
to a lower value. Special peak detector networks
are utilized to accomplish these objectives. These
peak detectors track an increasing signal to the
peak level and maintain that level until it is re- _-- Noo, .

set. The peak detectors are normally reset when
the value of the parameter drops bilow the threshold
level in order that successive ptiks can be detected
even through such peaks may be of i• lower value than FIGURE 20. BASIC TWIN-ENGINE WIND TLUNNEL MODEL;
a preceding peak. In addition, the peak decectors ALL DIAENSIONS IN INCHES
can be used as a signal generator that signifies a wide spectrum of aft-body nozzle geomotrical vane-
peak has been detected. Judgement must be made as tinns. This figure shows a schematic of the model
to identifying both threshold crossings and peaks and the support system required to conduct tests in
or peak values alone. When a threshold crossing the 16 foot AEDC Propulsion Transoni2 and Supersonic
occurs, an interrupt signal is genetrated, and the Wind Ttnnels. Cross-sectional are nd ,istributpona,

information is transferred from the analog to the including the influence of the support strut sys-
Jigital computer. No on-line manipulation of this tcm and the effect of no~zl. spacing, is shown Jn
information is permitted in order to transfer the
data as quickly as possible. The current response Figure 21.

time from signal interrupt thru information trans-
fer is 300 microseconds. An important feature of
the program is the identification of which para-
meters triggered the interrupt signal. Whenever
the interrupt signal occurs, the peak value of the
paramet,•r ie stored as well is the value of the
other parameters at this particular instant. The m
next output from the editor is the time when the cRoSs stqnomt INOeAa
peak was detected. The time resoltuion is to with- AREA - 1 ow
in one millisecond. m

Many electronic components make up the editing WIDu SMUT

system. A 14 track tape transport is used to play-
back the dynamic data through the discriminator
system which de-wultiplexes the individual signals. •
Each pressure signal is filtered before it is sent IVEOINT

to the analog computer. Coupled with the tape deck A .....
and hybrid computer is the tape search unit. The 0 0 a 6 Be t L 1 4
search unit allows one to find a particular time- RM• FUSELAG STAT1 (F.S. I l-I
pressure history on the tape while it also serves
as the time referenre frame for the hybrid computer.
The peak detectors, aentioned earlier, are coupled FIGURE 21. WIND TUNNEL MODEL AND SUPPORT SYSTEM
to the analog computer. The information stored in CROSS-SECTIONAL AREA CHARACTERISTICS
the digital computer can be printed out on the The same type of area distributions, involving the



effect of wing, tail and the limits of nozzle set- nozzle contours are shown in Figure 2A' and were
ting, are shcjn in Figure 22. The vari-us nozzles, similarly attached to the same fuselage location.

The large scale wind tunnel m'odel shown in Figure
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FIGURE 22. WIND TUNNEL MOP)EL CROSS-S7ECTIONAL AREA Cbfs~rII

station 133.182 inches for non-af t0rburning condi-
tions aer shown in Fit..re 23. 3Iaximus afterburning FIGURE 24. AI'PERBURNING NOZZLE CONFIGUJRAV'ONS

TESTED

25 was configured in such a manner an to employ a
system of balances which measured both the aft-body
boattail drag and the nozgle ioattail drag~. In ad-
dition, a thrust balance was incorporated tc -3Ieas're
the internal thrust and .1ozerl, noattail drag. It to

C0Lu156111 FLAP COWERIGIEW -PIVOIEONT ipratto note that both tnae hurizontal end ver-
- - - - tical tail were not included in the dru~g measure-

ments aforementioned.

COtftOGtNT -DWA~G~ra The nozzle boattail dreg characteristics for
- - the non-af terburning condition is &hown in Figure

26 for Hachla umber 0.9. The dreg coefficientq dis-
playea4 in this figure are referenced to the tross-
sectional area loce~ed at fuselage station 133.182

COFEVOGANT IRIS uLOucRO ptu inches.* The convergent-divergent and co~nvergent
~ iris nozzles, which are basically slender in nature,

FIGURE 23. SYSTEM OF NON-APTERDURNING NOZZLES
CONFIGURATIONS TESTED
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. IUNSHROUDED PLUG

0 UNSASOUDID PLUG 0.04

Dg INOZZLE ROATTAIL
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CD 0
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NOZZS PRESSURE RA - P t

FI';URE t8. AFTER-BURNING NOZZLE BOATTA, 2 U!HAG
CHARACTERISTICS; MACH NUMBER = 1.2
1.2 flight requirement. The convergent-divergent and

FIGURE 26. NON-AFTERBUPNING NOZZLE BOATTAIL DRAG unshrouded-plug nozzles have lower drag charac-
:HAJACTEHISTICS; MACH NUMVER - 0.9 teristics than the two aforementioned nozzles pri-

displayed the lowest drag characteristics. In fact, marTly due to the reduced aft-faccng s,-erfce d•ipedh.

these two nozzles, along with the convergent flap The alternate convergent-divergent nozzle displayed

nozzle, experienced pressurization of the external the bcst characteristics with very little influence

aft-facing surfaces and, hence, were subjected to a of nozzle exhaust pluming effects.

thrust rrther than a drag force. The alternate The aft-body boattail drag coefficient, based
conve:gent-diergent nozzle experienced the highest upon the cross-sectional are., at fuselage station

drag due to flow separation caused by the rearward 113.188 associated with the non-afterburning noz-

facing step vetween the nozzle and fuselage zle and afterburning nozzle positions for Mach
fairing. The unshrouded plug nozzle also ex- number 0.9, is shown in Figures 29 and 30. The
peaienced separatid flow, whizh basically prevented
pressurization of the externa) surfaces with cor-
respondis•gly lower relative drag.

The nozzle boattai- drag based on uiaximum after- SYMBOL NOZZU*

burner nozzl]° position for Mach number 0.9 is • CONVERGINI FLAP

shown in FPgure 27. The convergent-flap and con- 0 CONVERG•ONDIVERGERNT

vergent-iris nozzles show gocd pressure recovery AOTERNATT CONVERGENT-DIVERGENT
verentiri Q CONVERGENT IRIS

AFIISSODY BOArAIL 0 UNSHROUDED PLUG
DRAG COETFICIENR"

SYMBOL NOZZS .N OTA

0. a CONVERGENT FLAP A

0 CONVFRGjId
T

- DIVERGENT 0.

03 ALTERNATE CODNERGENT DIVERGENT

0 CONVERGENT IRIS 0 1 _ _ _

a UNSHROUDfD PLUC I 2 3 4 5 6

0 NOZZLE PRESSURE RATIO - Pl/PiA)z'E RiiOATIAIL

DRAG CO.FFICIENT -

5ThFICURE 29. A FT-bODY POTA" OH UA; ;U'AKAC'TEHISTH'S;

NON-AFTERBURN[ING NOZZLE,;, MA ,i NUMBER = 0.9

-04

1 PRESSUR 6 0 LONVERGENT FLAP

,i)ZZLL PRESSI.L RATIO P PTn/P. A 4LDIRNATI fCONVRGUNT-DIVERGENT

I0 l 0 LOW 4RV [NT IRIS
AFtERI)ODY (IOAT'AIL a• UNSHROU0ID PLUG

FIGURE 27. AFTERBURNING NOZZLE BOATTAIL DRAG NAG ZOGPICIENT -
CHARACTFRISTI(XS; MACHI NUMBER - 0.9 C 0tA .U
rharacteristics, particularly with increased nozzle

pressure ratio. The remaining three nozzles yielded i),W--
higher drag characteristics. The same nozzle boat-
tall drag characteristics associated with the maxi- _

rmum afterburner position for Mach number 1.2 ia 0 I 02 3 A
shown in Figure 28. Here it .an clearly be seen .hat NOZZiE PRESSURE RAI - PnP.
the convergent-flap and convergent-iris nozzles in-

volve a substantial drag penalty due to the large
projected frontal arei however, the drag coefficient FIGURE 30. APP-BODY BOATTAIL DRAG CliARACTEH[: rCq;;

of these two nozzles diminishes with increased pres- AFTERBURING NOZZLES, MACH NM)'RCR J.9

sure ratio as might be expected with a Mach number
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same aerodynamic coefficient for Mach number 1.6 The nozzle test characteristics and results
with maximum afterburner nozzle conditions is shown presented above represant a complex interaction
in Figure 31. In all three cases, the afterbody between external and internal flows. The issue is

further clouded by viscous considerations. The
accurate simulation of all important parameters is

very difficult, even to the point where some param-
eters are not fully defined or identified. A re-

116 search and development eifort is required to define
O NL the proper parameters and their associated impor-

a COVNERGINT-DIV[RGENT tance.
0.12 0 CONV[RG[NTIRIS

.6 UNSHROUDED PLUG

AFT ROODY BOATTAT L
DRAG COWICIENT

USBTA

0 z 4 6 IO8 0 ...
NOZZLE PRESSUIRE RATIO P p. .,/7 > .Ro

LI 'D$ 9if

am
FIGURE 31. AFT-BODY BOATTAIL DRAG CHARACTERISTICS; o',,o', -

AFTERBURNING NOZZLES, MACH NUM&ER - 1.6

boattail drag was of a positive nature with small *a| PRIME
differences caused by downstream changes in the
nozzle boattail geometry. I

WIOZu. PltSW~al RATIO

The total drag coefficient, i.e., the suma-
tion of aft-body boattail drag and nozzle boattail
drag, is shown in Figure 32. Here we see that the FIGURE 33. AFT-BODY DRAG CHARACTERISTICS AS A

FUNCTION OF REYNOLDS NUMBER, MACH NUMBER - 0.9
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T1E ENERGY BALANCE IN AXISY•METRIC STEADY CCMPRESSIBLE

SWIRL FIJJS WITH CLSED STREAMLINES

by

K. G. Guderley

The core flow in axismvetric steady compressible swirl flows with

closed streamlines at high Reynolds numbers can be ccnputed from equations
• in which the viscosity and the heat conductivity terms are omitted.

CW Viscosity and heat conductivity, nevertheless, play a decisive role; one

aimust postulate that their long tine effects vanish. In a flow, free of

viscosity and heat conductivity, there exist certain quantities which are

constant along the strcamlines, namely the monent of momentum of the

WQ: particles with respect to the axis of synunetry, the entropy and the total

energy (tJat is the constant in Bernoulli's equation). In general,

these quantities are not the sawe for all streamlines. If these functions

are not properly chosen, then certain expressions (computed from the

inviscid flow field) which can be interpreted as the longtime effects of

heat conductivity and viscosity, are different from zero. Examples computed

on this basis are analyzed from a thermodynamic point of view, One can

differentiate between a Ew.imary flow (swirl flow propPL) with cd~nents

perpendicular to the meridian planes and a secondary flow with cotangents

within the .maridian planes. Heat conductivity and dissipation within the
primary flow act as a heat input into the secondary flow. This effect

vanishes for Irandtl number ½. Further heat inputs into the secondary

flow coii froi the dissipation of the secondary flow and the heat conduction

due to- the devi4tio•n of the temperature distribition in the actual flow field

from that of tiiy primary flow. The in and outputs of mechanical work in

the secondary flow and the work of the shear forces on the ring surfaces

defined by the streanlines. A comparison of the contributions to the

entropy balance with the corresponding heat in or outputs of the energy

balance shows that the heat inputs into the secondary flow occur, in the

average, at lower temperature than the heat outputs. One, therefore, needs

an input of mechanical work (provided by the shear forces between the

streamlines) to keep the process going. Physically speaking, one deals with

a buoyancy effect. The particles move constantly from low pressures to high

Manuscript Received September 1979.
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pressures and back but with slightly different enLropies on the two legs

of their cycle. This effect is more pronounced if the secondary motion

is slow, for then the heat in and outputs during a cycle take place over

longer tines. One finds, indeed, that for Prandtl numbers larger than ½

the secondary flow cannot be arbitrarily slow. If one t. ies to compute

a fanily of flow patterns in which the secondary flow beccmes slower and

A;loAr, then there conies a point where the shear forces of t/he secondary

flow can no longer provide the necessary mechanical work and then flow partexns

of the sinple type considered here become inpossible. One comes to th'e

following general conclusion: in a compressible nedium the temperatures a%

wiich the heat in and outputs occur are extremly important. This holds,

ii particular, for experiments in which exothermic reactions occur.
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THE ENERGY BALANCE IN AXISYMMETRIC COMPRESSIBLE STEADY
SWIRL FLOWS WITH CLOSED STREAMLINES

K. G. Guderley

I. INTRODUCTION

There exists a number of ingenious devices in which Dr von Ohain

has used swirling flows to perform difficult technical tasks; an

example is the elimination of dust particles in high volume air flows.

The basis of these inventions has been an intuitive understanding of

the flow patterns in swirl chambers and of the means by which they can

be modified in a desirable manner. Encouraged by these applications

the author has carried out a theoretical analysis of certain aspects of

swirl flows although in an idealized model. The results have been

published in Ref. 1. The present article is an excerpt from this paper;

it deals with general conclusions drawn from computed flow fields on

the basis of thermodynamic considerations. These results are shown

in a ,,timber of graphs; unfortunately, rather lengthy explanations are

needed to proide an adequate background of the quantities represented

there.

II. DESCRIPTION OF THE MODEL

In axisyrraetric flows with swirl, we distinguish between the swirl

flow proper, that is the flow ,with components no-inal to the meridian

planes (in a system of cylindrical coordinates) and a secondary flow

with components within the meridian planes. For the secondary fluw

one can draw paths of the particles with respect to the meridian planes;

these paths will ýe called streamlines, to be parameterized by a stream

function •. The stream function is defined in the familiar manner, so
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that the equation of conservation of mass is automatically satisfied.

In the flow fields considered here the streamlines are closed. There

is one point within the flow field in which the velocity components

in the meridian plane are zero; this is the center of the secondary

motion. To this point we assign 0 = 0. The surfaces p = const

in 3 dimensional space are axisymnetric ring surfaces. Each particle

stays permanently on one of these surfaces. All particles pertaining

to the same surface have the same time history except for a time shift.

AVl particles inside such a ring stay there. Ultimately we shill

discuss the energy and entropy balance in swirl flows for volumes

bounded by such surfaces.

In flows of this kind one can distinguish between a Soundary layer

in which viscosity and heat conductivity play an important role and

a core flow in which the velocity and the temperature gradients are

relatively small so that cne can nearly disregard viscosity and heat

conductivity terms. The analysis of Ref. 1 and that of the present

article refer only to the core flow,.

III. THE BASIS OF THE MATHEMATiCAL APPROACH

The analysis is based on the following considerations. Consider

an axisymmetric swirl flow without heat conductivity and viscosity

in which the streamlines are no, closed, for instance a swirling flow

in an ixisymmetric nozzle. For such flows a number of quantities are

constant along the streamlines, namely the moment of momentum of the

particles with respect to the axis of symmetry, the entropy and a

quantity which might be called rest enthalpy; it is the constant which

appears on the right hand side of Bernoulli's equation. For velocity

zero it gives the enthalpy of the particles. Each of these quantities
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may depend upon the stream function p. These three functions are

given by data in the entrance cross section to the flow field. If

the streamlines are closed, then there is no entrance cross section;

one might gain the impression as if these quantities can be arbi-

trarily chosen. One must, however, remember that the particles are

retained for all times in flows of this kind. The effects of

viscosity and heat conductivity, no matter how small, can therefore

accumulate. Accordingly, they are able to determine the flow field

in the long time limit.

The three functions mentioned above are properly chosen if the

balance equations for moment of momentum, energy and entropy are

satisfied for the axisymmetric ring surfaces ' * const mentioned above.

One is thus led to the following algorithm. One tentatively chooses

the above three functions and computes the flow field from equations

in which viscosity and heat conductivity are disregarded. They reduce

to a second order partial differential equation for p, with an

inhomogeneous term that contains the x derivatives of these three

functions. For the flow fields so obtained, one evaluates for all

values of 0 from the viscosity and heat conduction terms so far

neglected, the residuals in the balance equations for momentumenergy

and entropy, that is the amount by which one fails to satisfy these

equations. One thus has an algorithm which leads from three functions

(moment of momentum of the particles, entropy and rest enthalpy) to

three other functions, namely the residuals in the three balance

equations. Now one must try to adjust the functions initially aýsumed

in such a manner that the residuals vanish. (If the equations of the

flow field with the viscosity and heat conductivity terms included, had
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been solved, then the balance equations would be satisfied for any

axisymmetric ring, not only for those given by I/ ccnst.)

If the coefficients of viscosity and heat conductivity are

constants tnen the momentum balance are automatically satisfied if

the swirl component of the motion is given by a potential vortex.

One then deals only with two unknown functicns (entropy and rest

enthulpy) and one has to satisfy only two balance equations (energy

and entropy). The examples are restricted to this case. The strength

of the potential vortex is one of the input parameters of the problem,.

It is physically determined by conditicns at the boundary of the swirl

chamber. To establish the swirl strength In a specific case one needs

an evaluation of tho boundary layer in the swirl chamber. There is

another parameter which must be fixed in some fashion; in an experiment

one has some control over the speed of the secondary motion. (The

control of the secondary motion is one essential feature in Dr von Ohain's

devices). This means that the two functions (entropy and rest enthalpy)

arL not uniquely determined by the balance equations. Such an indetermi-

nacy exists indeed, matheinatically it manifests itself by the fact

that at the center of the swirl (defined above as the point which the

speed of the seconuary motion "is zero) the balance equations are

linearly dependent. (This holds even if the coefficients of heat

conductivity and viscosity are not constant). In other words, if two

of the balance equations are satisifed at the center of' the swirl, thee

the third one is also satisfied. This observation is quite important

for the numerical procedure. One always obtains erratic results if one

fails to take surh a relation into account in a numerical scheme.

For detailed formulae and a description of numerical experiences, see

Ref. 1.
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IV. THE BASIS OF THERMODYNAMIC EVALUATION

The streamline patterns obtained in this manner du not provide

much physical insight, neither does the temperature distribution in

the swirl chamoer which is rather close to the temperature distribu-

tion in a potential vortex. Some deeper physical understanding is

obtained by analyzing the entropy and energy balances for the rings

'p=const in some detail.

F On their way within Oie swirl chamber the individual particles

undergo periodic changes of state because of the presence of a

secondary flow. It takes them from regions of high pressures to

regions Of 13W pressure and back. These changes can be regarded as

a thermodynamic cycle. It is the strength of thermodynamic discussions

that they are solely concerned with energies and temperatures while

the detailed mechanisms (here the specific occurrences within the flow

field) are unessential. In the absence of viscosity and heat conductivity

the particles will retain their entropy. In the familiar temperature

entropy diagram the particles will retain their entropy. The cycle is

represented by a piece of a line of constant entropy traiversed between

the temperature limits experienced by the particle. Close to the

center of swirl, for instance, the temperature variations will be very

small. Viscosity and heat conductivity will cause small deviations

from these lines. In the coming discussions we shall not try to trace

these cycles, but distinguish between the energy and entropy inputs

into a particle in the average over time~ from different sources and

then try to make conclusions regarding their relative importance.

Thermodynamic considerations are based on the abstraction of

quasi-equilibrium, no losses within the working medium are admitted.
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All heat additions are assumed to come from outside reservoirs of

appropriate temperatures and all work is performed by outside forces

acting directly on the particles (in this case body fcrces). in

accordance with this model one considers the terms containing viscosity

and heat conductivity coefficients in the Navier Stokes equations and

in the energy equations as the effects of body forces and of heat

sources from oitside reservoirs. In the following discussion we start

with this model, but then carry out mathematical transformations which

allow us to interpret the resulting expressions in terms of the original

model, that is a gas with viscosity and heat conductivity. Let us

examine these effects in detail.

The contribution of the body forces to the balance of moment of

momentum for the particles within a ring with surface ipconst requires

an integration of the moment of the body forces over the interior of the

ring. Because of the mathematical form of these terms in the equation

of moment~ of momentum (that is in one of the Navier Stokes equations in

cylindrical coordinates', it is possible to change the volume integral

into a surface integral. The resulting expression is physically

interpreted (for the model of a gas with viscosity and heat

conductivity) es the moment of the shear forces at the surface ~Pconst

with respect to the axis of symmetry).

The energy balance in the thermodynamic model considers the work

done by body forces, and heat inputs due to viscous dissipation of mechanical

work and due to heat conductivity. "losses of mechanical work due to viscous

dissipation do not appear. Now one formally dilvides the work done by

body forces into a portion which is dissipated and a remainder. The

volume integral over the remainder can be transformed into an integral

over the surface p = const; in this form it can be interpreted as the work

of the shear forces acting on this surface.
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The term which expresses the heat input due to viscous dissipa-

tion in the energy balance is equal, except for the sign, to the lcss

of mechanical energy due to viscous dissipation. These two expressions

cancel each other; nevertheless, they will be identified in the graphs.

The volume integral over the heat sources due to heat conduction

can be transformed into an integral over the surface i = const and then

interpreted as the heat inflow through this surface.

In the entropy balance one encounters only heat energies and the

temperatures at which the heat is added to the particles. One volume

integral in the entropy balance arises because of the heat input due

to dissipation. The equation of energy balance for the individual

particle defines the substitute heat source which replaces in the

thermodynamic model the heat input into a particle by conduction. (It

is the difference between heat in and outflow taken for the individual

particle.) This heat input occurs at the temperature of the particle.

On this basis one computes an entropy input due to the local substitute

heat sources. A mathematical transformation of this term and a

subsequent physical interpretation leUs to the definition of two

expressions, which may be called entropy sources due to heat conduction

and flux of entropy through the surface. We illustrate the difference

between these two terms by a simple example.

Consider a one-dimensional heat flow with heat conductivity

coefficient k(x) and a temperature distribution T(x). The strength

of the substitute heat sources due to conduction is then given by

d~k(x)(dT/dx)l/dx

The entropy input into the particle due to this heat source is

T 1 d[k(x)(dT/dx)]/dx
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The integral of the heat sources over a slab extending from x = 0

to x = L is given by
L L

f(d[k(x) (dT/dx')]/dx}dx=k(x) (dT/dx))

The entropy input due to these heat sources into this slab is
L LL

T-1 {d[k(x)(dT,'dx)]/dx}dx=T- k (x)(dT/dx) l+Jk(x)T'2[dT/dx]2dx
0O~0 00

The term on the left is the entropy input due to the local substitute

heat sources. The first term on the right is interpreted as the inflow

of entropy through the surfaces x = 0 and x = L, it corresponds to the

inflow of heat in the energy equation; the second term defines the entropy

sources due to heat conductivity. In the thermodynamic model the left

hand side (the entropy input due to the substitute heat sources) must

be considered. In a steady heat flow the left hand side of the last

equation is zero whi!,- the terms of the right hand side, in particular

the entropy sources due to conduction are not zero.

Accordingly we have

in the momentum balance equations

the moment with respect to the axis of symmetry of the shear forces

acting on the surfaces q) = const

in the energy balance equations

the mechanical work of the shear forces at the surfaces z = conmt

the loss of mechanical work due to dissipation,

the flux of heat energy through the surface i = const, and

the gain of heat energy due to dissipation.

in the entropy balance

entropy generated by the dissipation of mechanical work

125



entropy input pertaining to the local heat sources which

replace the effect of heat conduction.

(The last contribution can be considered as the sum of two

parts, the entropy inflow through the surface p = const and

the entropy sources due to heat conduction in the interior).

In addition we differentiate between contributions due to the primary

flow and due to the secondary fCow.

In the examples the assumption has been made that the coefficients

of viscosity and heat conductivity are constant. In such a flow the rest

enthalpy, and the entropy (the right hand side of Bernoulli's equation)

are the same for all streamlines.

This together with the velocity distribution which depends only

upon the radius defines the temperature distribution which is to be a:scribed

to the swirl flow. The mechanical energies of the primary and of the

secondary flow are easily separated because the velocity vectors are

perpendicular to each other and because the dissipation terms are additive.

We define as heat conduction of the primary flow the expression which is

obtained from the temperature distribution just defined for the primary

flow. The remainder of the heat conduction terms is ascribed to the

secondary flow. In computing the entropies pertaining to these heat in

or outputs we use the temperatures of the actual flow for the secondary

flow as well as for the swirl flow.

The shear forces at a surface ip const in a potential vortex have a

braking effect at large radii and a driving effect at small radii. In

the whole one has an input of mechanical work. It is completely dissipated

in the interior. The temperature gradient pertaining to a potential

vortex generates a heat flux. The computation shows that the heat
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sources due to dissipation and the substitute heat sources due to

heat conduction have the same dependence upon the radius and that the

latter part is negative. The two effects cancel for Prandtl number

1/2; for larger Prandtl numbers the combined effect is a heat input.

In the secondary flow one distinguishes between a heat input due

to secondary dissipation, a heat output due to the heat conduction of

the secondary flow, an input of mechanical energy due to the shear

forces of the boundary flow at the surfaces ip = const and an output of

mechanical energy due to secondary dissipation.

In the entropy balance one has the combined heat input due to

dissipatio.n and substitute heat sources of the primary flow, the entropy

input due to secondary dissipation, and the entropy input due to the

substitute heat sources for the secondary conduction.

After these preliminaries, we come to the discussion of energy

balances. The contour of the svlirl chamber in the meridian plane

for which these computations have been carried out is a circle with

radius i/2 around the point x = 0, y -- 1. Fig. , In all computations

we have assumed constant coefficients S hi•t conductivity and viscosity

and a Prandtl number 1. (Only the value of the Prandtl numb,'r, not the

specific values of the coefficients of heat conductivity and viscosit.,

enters the computations.) The strength of the swirl is characterized by

a quantity g, (constant in each example) which is proportional to the

square of the moment of momentum of the particles in the primary flow.

The value nf g, is the same in Figs. 2 through 4, in Figs. 5 tnrough 7

it is also constant but somewhat higher. The flow patterns differ by the

speed of the secondary motion which is roughly characterized by the values

of I~max shown in the legenda to the figures. The independent variable
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in these figures 'is iP/'Pax The value of ý ma is reached at thi.

contour of the swirl chamber. These curves give the energy balances

for all values of ýp. Surfaces 'P=const can be regarded as the

boundaries of swirl chambers which have a smaller non-circular cross

section. Differentiating these curves with respect to 'Pone obtains

the energy balance for hollow rings bounded by surfaces 'P=const and

'p const + 0'; then one could say something about the energy balance

of individual particles. The results are not accurate enough to allow

for an unambiguous differentiation.

Curve 1 in these energy balances gives the heat input due to the

primary flow (effect of heat conduction and dissipation of the primary

flow Combined). For the same value of the swirl, this heat input would

be independent of 'P/ipmaI if the streamlines retain their shapes while

Iraxvaries. This contribution is indeed nearly independent of ip

The contribution 3 is the input of heat due to secondary dissipation atnd

at the same time, with the negative sign, the loss of mechanical energy

due to dissipation. Finally, curve 4 gives the output of heat due to

secondary heat conduction. One expects the contribution due to secondary

dissipation to become smaller as the speed of the secondary motion is

reduced. Nothing definite can be said about the work done by shear

forces at surfaces 'P=const. The secondary dissipation depends, of

-.ourse, upon the shape of the swirl chamber; the fact that it is relatively

small need not be typical.

Figs. 8 shows the entropies together with the heat energies that

occur in Fig. 5. Fig. 8a gives the heat input and the entropy input

due to secondary dissipation, Fig. 8b the heat and entropy inputs

of the primary flow, Fig. 8c the heat and entropy outputs due to secondary
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conduction. The entropy contribution of these three graphs adid up

to zero. The sanme behavior is found in other cases not shown here.

Particles on their paths from low to high pressures have on the average

higher' temperatures Than those :n the return section of the path.

The main heat input comes from the combined dissipation and heat

conductivity of the swirl flow. This is the portion which is proportional

-Pr
1

to 2 - Pr in the example shown in Figs. 8, the heat input due to

secondary dissipation is relatively small. it will, of course, be larger

if the speed of the secondary flow is taken larger. If the energy

exchanges would take place at a constant temperature To , then the ratio

between the values of the entropy and of the energy would beT

Actually this ratio is not the same. The average temperatures of the

heat inputs (Figures 8a and 8b, most pronounced in Fig. Sb) are lower

than the average temperatures of the heat output (Fig. 8c). The same

behavior is found for other flow fields (not shown here). An input of

mechanical work into the secondary flow is, of course, needed to providvý

for the mechanical work lost by secondary dissipation, but in addition

a considerable amount of additional mechanical work is required because

the heat inputs occur at a lower average temperature than the heat

outputs. (We mentioned before that the mechanical energy dissipated in

the swirl flow is furnished entirely by mechanical work of the shear

forces which maintain the swirl motion, this mechanical energy does not

count in the energy balance and does not contribute to maintain the

secondary flow). The mechanical energy needed to maintain the secondary

motion is provided by the shear forces of the secondary motion at the

surfaces of rings ip=const.
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The physical mechanism which is responsible for this requirerment of an

additional input of mechanlical energy into the secondary motion ;:

a buoyancy effect. The heat inputs occur primarily at low temperatures

(and low pressures) and the heat output at high temperatures and high

pressures.

While the particles move from low pressures to high pressures,

their temperatore is higher than the temperature which they experience

on their way back. Because of these temperature differences, one needs

forces in the direction of the secondary flow to maintain their motion.

They are supplied to the individual particles by the difference of the

shear forces at surfaces q) = const and p = const + do. This effect is

more pronounced if the secordary motion is sluw, for then the particles

dwell longer in different temperature regions, and the deviation from

the adiabatic temperature distribution become larger. The equations

show indeed that the secondary flow cannot be arbitrarily slow except

for Prandtl number 1/2.

One can draw a general conclusion. The secondary flow is sensitive

because the energies involved and the shear forces that are supposed

to provide for the necessary mechanicdl energy are small. A slight

heating or cooling, resultinq in unidirectional buoyancy, may have a

profound effect. In the present setting this manifests itself as a

dependence of the results on tVe Prandtl number. Heat sources within

the flow field would have an effect similar to that of a change of the

Prandtl number. If the heat is primarily added at low temperature

then it impedes the secondary motion and may make secondary flow of

the character considered here impossible.

This observation has, of course, experimental implications.
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Figure 1. Cross-Section of a Swirl Chamber
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Figure 2. Energy Breakdown vs 0/ (Pr-1, g1 O. 6, maxuQ. 070)

(See text for explanat ion of curves)
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Figure .3. Energy Breakdown vs #(Pr-l, g,=0.6 , Omax-O.O46)

(See text for explanation of curves)
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Figure 4, Energy Breakdown vs (Pr-1, &I0.6, mx029
(See text for exPlanation Of curves)

0.2 
0,a07

Figure 5 . Energy Breakdown Xvs ý! (Pr-i, ggro -,g Om x O 0 o(see text for "xPlanation of curves)
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rigure 6. Energy Breakdown vs ~'(Pri1, g m.0.8, OImax-O.046)

(See text for explanation of curves)
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Figure 7. Energy Breakdown v% t' (Pr-i, gl08 O~maxO-O-29)

(See text for expianataion of curves)
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CXAMcXND-CcPRESSIBLE NOZZLE FLOW

9by
~ A. Bernstein and C. Hevenor

Pratt & Whitney Aircraft
East Hartford, Conn.

W. H. Heiser

General Electric Company
c Cincinnati, Ohio

A one-dimensional theory based upon fundamental flow relationships
C is presented for analyzing the behavior of one or more gas streams flowing

Sgthrough a single nozzle. This compound-conpressible flow theory shows that

c the behavior of each stream is influenced by the presence of the other

streams. The theory also shows that the behavior of ccup-und-compressible

flow is predicter. bry determining how changing conditions at the nozzle exiL

plane affect conditions within the nozzle. It is found that, when choking

of the coound-compressible flow nozzle occurs, an interesting phenomenon

exists. The cowp)und-conpressible flow is shown to be choked at the nozzle

throat, although the individual strea'i Mach nu-m•ers there are not equal to

one. This phenomenon is verified by a wave analysis which shows that, when

choking occurs, a pressure wave carnnot be propagated upstream to the no 'zzle

throat even though som2) of the individual streams have Mach numbers less

than one. Algebraic methods based on this comkound-conpressible flow theory

are used to demonstrate the usefulness of this a rproac'h in canwting the

behavior of coapound-co-pressible flow nozzles. P comparison of the

conpound-compressible flow theoty with three-dimensional conmputer calculations

shows that the effects of streamline curvature on nozzle behavior can be

disregarded for many practical nozzle configurations. Test results from a

typical two-flow nozzle show excellent agreement with the predictions from

the theory.

Copyright ASME. Reprinted with Pemnission.
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_PO tot Fig. 2, the conmeiisen eiges (if the choice of ilglet, pressuire cooki now
nSTREAMS Ile e'xaminedi.

P.1. Toj g -Ko, If the inlet premsmiji is stiatlcient~v high (cuirves a anid 1)), eqiia-
R, KNOWN L-tion (6) will yield valuem of Molt small enotigh that 0 will hle >0)

everywhere in the gito-Azle and p will therefore change jig the game
glirection am A thrgggg~hougt, equiationi (3). Ini particuilar, both p

P T T r EAIT and A will have their smallest values at a geometric throat where
I a.A reaches its minimum. Note that the integration also shows

b what the back pretssures must be to maintain these flows.
I At the same time, the differentiation of 0 with respect to p

12 ~COMPOUN SECK d 2 k,'M4[ 0~ M'I)' + 2(1 + 2~- >i) 0

(7)

PIS. 2 CompoiunS'ismporsiplet Raow in a nozzle of Axied seoremery which shows that j3 ala ays i-haniges in the same directigon as p.
Therefore, fgor ('girvem a and(11), 0 will also) change in the game
direction as .p, anid will also have its minimum valuie at thle throat.

IEach streamn may thaen he. separately treated as a soingle-stream Am the inlet pressure is degyenswd, the value gif (3 at the throat
one-dlimenisionial flow (Shapiro 121, Taible 8.2). Consequently, wilas gra.!nftwhnhenetpesireichsnt

4.1, A, ' I ~le, suficieti 'g' v sinall, (3 re'aches z.ero) at the t hroagt, When th:8

dr k: I (2) ocig rs, equialion (3) is inglete rmiiani g old fitgg longer serves to
determine the axial pressure gradient at the throat. Under this

wher kis te rt ioggfs~s'~ti hets, , i theMaci ogmlgr M condi tigon, application ggf Ul'loslpital's rule to equiationt (3) yields

I'd / vk ,N,T,) fi)r the it h st reami, aind( p is the Hi id static prem-
M i. quatio ns (I) and (2) may lie combinited tio yield (

dr

(i.r A~.1 It - ( dr+

where g ,k ' I k 4[I M ''2l+k+ g)

kgj '.M, I )() 'lie geginliet rt of ni'. I hrgat is such that 4t*4 /driz is always >1).
Therefogre, (10ni p )/dlr will he, either the po~sitive ggr negative roogt,

The term (3, the cgrvipotung1-Iliw indigaiilgr, will sipseqigent ly lie ofa ree iiimlr.
shogwn to he soign ifican I illi determininjg t hie tiat iire o f the flow ( i e. Ctiirye v represeni Is I lie vhoigi of t he posit live root, while cutrve dI
whet her it is crn ppionad-ftiihanir oir comrnpund flj-ig peratonfr). reprewti'ns the glgg ige o f thei negative rogg t . Coimparisoni g f

'lhe ls'havig r onisg gligi;ges Vie o w ii anog z le g f lixe,, ciirvors I, anud d reveals it fam~liliair li ngle-Mtrirrain comipressible flow

gror~ne'try raig hie rrist proicagti i extiunhiied loot- regardinig 'the hinlet sit igati ggg The geigietrig' throgat is at sendile pioint for~ two isen-
resigr' a gu ide~'igg'it vuilgl, Fg. . I te s aggatggi Iropiv siglgittjgggg in INig divergegit sect io of the rilizzi', No haeik

liressuig"' I poll), the( st.gqkiitt igi letitiglviou hres 7T,, ), andl( the gas pressure lost wee'i gigirvs v andit (-illgu correspondi tg anl iseolropie

propserties art, constantt gidi( knuowni for earcl s rensin, t he mtw' Mogw. It is Illt ililgu041t1111 thatI uge back jressitres whiii (tg nout,
flows (U), ) aire fndiggwigls miulop (if tile lgg'il presstire findti, l oidh Igal orrespsind tgg isetit ropi sglgitgions, sUggl as that, ,gf vgirve P, nify

flow area: hle readierd liv, nini ns g f ropgpoipwnd xh~orkq initiale ei t sgline ol~iiii
ogil giirv-,d

I /Fk, - I' Tlhp Igehalviggi off (hei flow Idoing vigirve v is similiai to that of

,g hil, gfitll- lgggi\l pgivel kuigaig. git i If ithei'si pi, le, r heniii!reg the I- st. asi lie r igl.ea h rgt Aigrigy 3nutge
~gg /( i'. oreI h' I grd M uc k f mu (ggs giglv gfI h lii'g ~ reae frm plivgi tt (if t gilega chieo iengive asi asstrout igh vorgatithe

fireg knogw ni g ,juli mii it i's i ni tii! , yI ue i l c onie t e c r e h(8) t w gito hleron mig re, w it l detailg(cuive e1 .i lt(r-i , t e divergen t
'Ifooll~lifi lucrelie iif Icdm isit fil It), sfixietdigi is theiia iner pr.qua

Siggigs {13) will, (7) shogws thlinth Iovleggi values of bo1th p and~ ~3 moiist
(w) gugiutiigue- it) glegrease thrmighl ithi' diverugent secitioni. Noite that

A, - tIhi' integrat io n o f eg igal iigi (3) stil II howiw what, thle baik P~re-ssireI Og~nuist lie git flhuititiui this flow.
it foglloiws glgegi ly that !ie( lpiuugl trilue gf 11, equgat ioni (4), is it Ngg iseiitripiii miglgit igus ex~ist fiur intle jiressuires corgrespondminghi
fIIrigi Ill giggly gof thle jigigI turi-'ire, thg hwaul jirv.'ýisirl, findi kuggwgi to ygigs les Isq han ltht Il gcurve' of li'c'siuse 'd wgiglgll reaei'i zerog
gloigisigiiis. Thgiri'fgr,-, rI'i~at on i (3)ain Ile iiglg'yrategl iii principle gipsi relimig (if theg geoimeitrig throat,. This wougld result iii aii infiniite
frontg inlet toi'p 4-6 fggr aui clw,-e'u vatluer ii,tlit pre-isz:r. R~eferrinug axin: pri',,stire graldienul, egjugat ion (3).

139



Som ~itI-et ing voivii illi~i s innlie INlloile byv examinling the ill- 3a INITIAL PLANE PRESSURE DISTURBANCE
Iloiieii Iif block lin'ssitre, I),, Iin the kilet ;iressiiri'. A biack pres-
s.ii it riiter thain tha ouf vurvi' 1i Will ILfTtl't thel lpresusre att the FLOW 3 p pI 'a P

6114-1 pI)IrM' nold Will dllis illfloiiee t~he flow rites itt the individutal (LO --- 14 -Z -P__

st reamis. Ali y ack prt'ssllrt' lel,, thiui that of ecurve r will affect, ROW I li P -a p 0
neit her tilt, inilt ;rircsttire iior thep flow rates. Thim conidition will i-rawi P P. p P
lie referredl to its tohpripounfd-i/oking. I liiuler sitcih voi'oiiitiohlH, the FLOW 3 .12 It~
nozzl.,.e gomet rid n t hroait conrol trs the Isdii. vi r of the flow, 'ý', "7-, ','7 1 6

Also, siiev dji/dtl it, always <0t for eilrve II, llermotilli's eqij ~t- A~ UPSTREAM MOVING COMPOUND WAVE IN TERMINAL STATE
tiol shlows that a ot voitilutots acceleration of the Hlow t~akelo place -03 Aý ' A'T

tllrouglimil the nlozzle. Applvitig this tol eip~atioi (31), it ano tie P A- --3 'A3

,itiii that, for vint jiiltis io'lelerat iill oif the flow, 0 > 0I whenever P At i At -AAI P AL P
i/I/ri I K < 0 and 0 -. ( whenever 4.1 /Lr > ft. rhus, for (-iiiAl-3

tinuouii s aiceoleirat ioik of thel flow ili it sinule-stream coirlvýrgetlt-p A A3 PAP

dlive~rgeti uplyzt,,le, lv aminIat io ol if 0 reVeal14 that tilh, flow Muist hle -'7/ '' '7

suil)ioniii ill Ilhe viiuvergerit sectioni, sonic ait the throat, anid
511;x'r~iii itin heil t' ge~ IMel tIieq ~n jil' 4) Intheftil i i.Fig. 3 Evoiuttle- of a one-dimensional compound wave

joig wect iii?, it will Ilie shown that for c-oiintptiuitid-uompiiressihlel flow
fill atifllolglusi situation v11 xists: The flow t~ilst lIw coifjioliild-siilb- -

511011 ill th l oniitve'rgenit seet ionu, coinyoiind sonie at, the throat, - 12I
andlrlliitilsi Pilj in thel divergent sect iont. It will alsii 4- M.)
lie shllown that these reginiius are diiTereIt iated by the ii in-L (, A/r+ M j

Iuiiiiil-lil iitliatirI-Nailuiuiitioii iif 1.11itiolm (i 121) slows dilthale colilipoiliuii walve

velioiity (o, andii 01i colnIiiolild flow) juidiiitiu. a, hiliist lkipitYaS have

Compoound Waves the saile sign. Thlerefore 0~t .i0 icresponiiis lIi llit c iiuiuld-siil-

p la i tl i it1 1 N. i ix l l i o i l i k ii g f i ll - i- i i i o io fe s ma l p r est ul i r i e i c a nlis t ti r a t c e v o l i l l O f lo w - Itoi i r s i i i l i i i i i i l s i i f l ow.

oni t io flow. A dingiaii (if s iti disi staliative is ,hiowii ill Fig. :1 \'il- f/tmif iiiiiiftiiiiiii/ ifiki ffiiii ion itiilyj ciii ir uit h f/i iizze inilin -
It i iiuinstuit itl iiit'-litiiisjttiil tii'ii~'litlik th lliw rea ionn urn f if is fthere f~il it 01111f ('I (Iln i tzio/ i . Noll- ilsi thlat

lii~~~~~iil-llpild voilvi'il I'v, iiiov itstva ilit4.,i th -iuittli itsiu' it iliSi iii

Iit C.lsilly t ill wae calculatio ns fit t it ili kit l tit prav me veiu it tiitl I i i tiiiiiltii, uu t iatleiiialt u

pnillagliti. ~ ~ ~ ~ ~ ~ ~ si~itiiii' lilii-vllIhooeVeo iisil a isral witiIi ,olo i-h v tiiiitvv Miii I)shunt s tool tIll SVii d i'sN M'Iii

Allm li the co dto th ttl'iii.pesirstttt-sra il ti ui f I I it ll", i t) it th ioj i selua arias, hi il~ t it- wooolit Ii

aintut-f m' 11. ' s I~ i'sliii'l iTheref'aore till' Waveinhi1ti 1wiii l iat' 'ililul's NAIiu ' eliýutiiii sIMsleii it41 ill''lle Ile illiite

ill(. ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ uul wave'lli ii iiii111 at v.1,1 laktepvý,r iears tctto

As "d liiiillFig.pil)iiill tiiilite e.i iiai tillY llIiiliill 1i4t1iHliiifil -1(1%iI thiS1 WiltdO 'Ailt 1111 1 t) i

folo-As Ilit: T - 04 Il rspodstit11, li-' c (Ijiti.l 'Ilu wlie hu.ce t unf . ' sir i the 1u6( le a t'i'heiritte i( Iaiol-

.\i liink liv l e presio fil' he ollpoitid wil e v lovl.\ a, I(iiuvu lv d t'u dititish ut 1,111(111A-ll i il loictlf' . Ithi' (.ill f it eltl. onk



AM has he-ji showni, tile I whavi ir of ('i IpI ioold- compn;resisil All Thii fori ebichked ii' 1w, CejIIation ( 14) mILY be applied att thle exil
flow isi determit.?d by the relationlship~s of k., Ili,, A1,, u',, 7

's,, , aiid planie. T1ypival soIlit~ion~s iOf equal hion (14) (oi- michoked flow ar
p. lI~qtimtions ( I) and (5) (-all Ile cmbinedi to yleIld prewinted 0 itlljmndnin~sio)Il terrlU4 ill Fig. 4 it., the eiuived lilies

~~- - I/ If differen t, A/ .Alt hotitgh t hese CIrves were geneIrated for

i-I Pu 1 P1 ~~ ( ~- I - (partietilar vail es of k, le, aml telli~xrattlre-C(ilrrdted baiss flow

\p/Po (? \k -e (k L Po any otiher vidw of1.~ i these piarameteCrs.

17n1Cr rhoked filow conitiondj~ s, it haWS I WCI ic Shwi I that t he flow
A .1 (3) I ahavii r is deteroinined b y the nozz~lle gelIometric- throat. where

-~~~~ I- '. E~iaqI~ lills (4) and (6i) van( lIe v'~oIinioedi to yield the follow-

IUsiig equat ion (13), thle fol~lowilig expression ayIfltP~ e writ tell for ing e(pilatiIII for choked ('Iildit ions:

two st real us it, atly Polin Itill t hie Ili(:/.le: klI-
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lot the4 ii let piltlnf. lit practice, hoIwevver, it I., pii'Iiilie for theiise I 144415 for lxl~ilfl *N 5v1 1' I vlietriC flow. ''llu' secondaii~lry st riarn is vlo

i~log Of tlie prIioluLI'V strleam~. Neverthleless, it is still either tile 1Iirtnald to tile sliplitlf, Fig. 7. I'li assxtrinipti lii t hut ins floI

w4ill i'iinl livi tii lial"- 1llLvv'ir. 'hutos, e'ven ifths t141'1hree-uiimeti- it serioo~s rest riltilfi. 1t shoil II note llt4'Ihat l ike seconiidary flow)

tile thflrY st ill gives thei i'ilrl'it soloit in poided~il'f that VI Rod Oi. Sect oil (relaitivelyV smali mass45 flow4 rates Mild1 aniiiiiiir geonifet iv).

14'tire 'llstieI (r l ot d, tistro o''f. f Ilie( liss. III anyi~ Case, this sit uatio 'i'l iefref'frf, tile st~r('tinlil t4i'irvatit e efn''tfec'ts are rfsinll vinpiiilr'l

van1 I,, avoide 1)ff li %. d'signioig till prolie' flow areas fur the iinlet Il those of the p~rimatry' stream, Where they hftVe Ii'till W-f'filitted

Miiniol~tanvt~i' lxv lit tillItlif't plane if'fr ti( lo'14w pairameters voirrl- 1f'Il( sevo'ltilary atnd the p~rimnary strea4ms mee1t talonlg the slijilini4 .

'i'll'- lproeiifllrf's if)t lintl' ill this evitit a114lre plirtivifllrly sulited ani iterationil procilft'i~re inco'lrpofrating thie ca!'uilatioils (If thef

Iit pr I lt't 1 where It,.~V,'/l /i~, 4 ,lfleifiedf. ilo wever, the f ow prol'rt ies (if each'l streamn silriltillane'liisly, F'ig. 7. 1)in (I1

Shalt it hie oil tilt' NIviil lineI A-(7 and11 tihat t he' stilttil prslin'55 tl'il

Three- Dimensional Two-Stream Nozzle14'Ii' ltl'lltl'Irllrylti 'lltfiystr'ti'.'ief'i
dition altStre saft isfied' thlrotigil a' trivil-tatif-{rrlir solution LiIvI lIvingComputer Calculations

/1e o lt isvas llp in,'ft et e r .411 111 witsilfi noed 'fil'- pro ra s14/ lie' s i n' 4414 nt'l nerl vlt'i1 intijit-

th tt eef-csofsra l ne o-v11oe ar i WALLgh il 1Rf, liog I e'if'yi4'v l totir l- 41ioVttig' tillh 44IIIJt 1iiille 41 t ( ii) ' F0liltl' lPt li/l'

fleglcted. 'I'lls cal lie ill i poitm t resrietin il1lilt'give v td io stil t-f reso'lf t s '4.5 t In' i 1 ,re4V11 e ill 'igs If th

Sii(ftltEC o rDARY StRA -coi nozigs 1..r e to de o srt require to 1drive th fil' l %%-.ls A141 LIII' litioill ptilI j.I'i vf'I v11)
til Pff c f2 ml vuvioi2s it Bhtvdnvisolk "'-trla SIH'gi~lll Ito 1 ol 4i 11 fl i ltit 1144 t'virvisLdit(k pesis v It. 'H,, i e / I)41',, 14

PRM R TE M /'11411111, ,,Piti I il e o'prd wiht e r ) i 'll orsitio d nllylI4f d.../))44. mlils i p,14 it rearfI's itg 'Ihuil'ill'itlin
1 '0 ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~~~l1ll t11tl, itail .S'vllti w-lw1ozeIolpiail ill'. 41Al% il'vl~o I bi m lljs tire 1)11451 wilVl'' also, th pill' 4/.h

Wis Clt 1i( I)I 01 ý 1 r f (l.ili)jl (I 11V IIIttlto sg ~ n i rot e, ' Itoo ise V ll'ililg (il lit 1111' Ilditr area iN ril ti' Ailll li'iil <l I I

her. 7l Conslr it.l se ill atpial litilno il('oln n hes-ifi tenso il thuonuI flow Il i s l l'ii~l Ii l ut ill'ilni~ilesr 'Ill i raleani.ljh
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jr iiloi.114 it, the scclcscccicc secccccdctry si reaim. '[his w:Ls4 cidi- citecir ittc'iy predict the Icchcviccr oft real devices.

icitvdillcc Ill prcvccccs, sectionl, where th'. thlree-dimtiencsional scilci- A -oniipletv ciefiiiitioui cif the ranige cof appliicabiliity icf the siuicide

6-1c ~lcciWei 1111.igiclicici0t Couclc-sciogof the prircittry st reami Machi theiory recjiiriies it great deal cif i'xIxrimieiitci exitercipiwe. Foir ex-

huit. toi hr condcclis cc~ fur %%Ili(,ti thic tsts were rim. Aithoocilc icrucile, lit ile icctiriccct~icc is avacilablhe shiouct the rate oif growth oft

i p. iccvacscic uh psi ricci ouf rlPie clvi'. plai1ce, thiem- argil- the Mcixcing Z0icice htweec the icigh-velcicity ict reans, and noc in-

uicicits jio-t if 'icr icige Of citaIilc pressire !ccswcs ill till icihciiia- foirmactionc is avaihucide abocut the detailedi niature oif ccnipoiniciid-

t c is. shc~ck wavesc. Furthermore, nco predictionis aihocit the thru-st icr
nozzled effiviericy enit be rucade when the flow is chokhed unitil the

Concludinj Remarks Icisses VIacuSel fli IL ccupoiicniiid-shocck wave aire kniown. Consce-
cii ciitiv, it appeicars that the nozl projccii-iii~I iiii icAI i -

A* new citeticiu-oiiisionali thiicr) cicscribiiig dw bhauleiviocr cut vini- (vicis a mciiucer cif ihiterest~ihg anci imfpocrtanit areas oit research.
jucccuc-ccmcrcs~itenoiuzzle flow, haes lwieu devellcjcc cucci its

iiicimpi~cat ion have hiictcl ex:c1iiiiccvc fotrc a numibeir ocf viewsioiicts.

'lIi Icc tery yie-lds Simpcjlc ucgeicruiic miethodcs fior iilcuicit icg the References
OI-3ioiccici i of cccicchcchctrsiii nozzlesu. (Cionicaknicc cif tlie I Verscccc IL., itucihiuhc, J. III., ancd Smccith, S. V., "A Thceory (if

cilg'iluc ii riscilts with Ic ls (ii f s cthilrcc-cinivicsiiccc flow field vorni- Icie (vlidiiihnci IEjpitur Scipiirsoici i'nccpelliccg Noiule," Jnuirncic of tc.

judd aicics ilidiihiiis thcat thec effects cof st reaminic c'c1-irvtcce ir ILM Balcal Ae ronautii~cal 8&pici.I, iciicicci, Sectioni 62, 19M~, 1). 746.

:!" ccimpoctanit ftrm ancyc practicalii nouzzle ccccfigciraticccs. ('COTi- 2 Shauicroi, A, if Tiii I)ymmice acid Therriflcuil miceutc cif ( ircc
piruicaide. &Flu ir Finiv, Hcmiiclc i 'rism Co., New Yourk 1953~~.
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9 COAXIAL DU'P CUMUSTOR INVESTIGATIONS

S> by

R. R. Craig, J. E. Drewry and F. D. Stull
Air Force Aero Propulsion Laboratory

Ramjet Technology Branch
1?Wright-Patters.,n AFB, Ohio

S'L-•An experimental investigation was conducted involving coaxial dump

•c) combustors with two different types of flameholders (annular and Y)

C)installed at the dump station in an attempt to correlate combustor

S) performance with previous non-reacting flowfield results. Flameholder

( ) blockage, combustor length, exit area ratio, inlet temperature, and

chamber pressure were varied for both wall injection and premixed fuel

conditions. Lean blowout limits, combustion efficiency, com1bustor
Stotal pressure drop, and wall static pressure distributions were obtained

from these runs using JP-4 fuel. In addition, a limited amount of

surface heating patterns and combustion oscillation data were obtained.

This work was performed under AFAPL Work Unit No. 2308S101. in 1978.
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COAX IAL. DUtMP COMBUSTOR I NV)ST ICAT IONS

KI. I. Craig .1g . Ei. Drewry antI F. D) !,f~ill I
Air IForce' Avro IPropulsion L~aboratotry

Ham let Technology Birancli
Wrlglit-I'atterson AFB, Ohio

AbStrt it tlime gas saimtplin op ystemil whicih helped fourmulate'
a cold flowfield model.

An expvr inoli't-i I invest-igit it'l Was cotductvtd
involvinog coax ial dump combist ors wi th two The obi ective Of this current effort was to
(II lerent. types ,It f lamcitoldeisi (annuilar and Y) ex.te~nd the previous combustion studies' 3 to
i:istall led it the dump station In ail at tempt to include the baseline geometry of the cold flow
c rre l~ie conimbU:4tr pertformaince with pr 'vious study 4 

11,nin attempt to correlate combu3tor
nion-react lag f lost lell results. FlIamettolIder performance with non-reacting flowfield results.

blockage, combustor longth', exi t area ratito, It was also desired to compare the symmetrical i
h.v it empera tureind itambe r piressure were aninular flIameholIdcr'r wh ichi had looked promining

vaici fii orll- i Iit wAil inject ion andl premtixed foi it( n thie cold flitw study, to the basic Y tvpe
""cIld it htos, leanl fblowout limits, combhust ion flameholder used in the previous combust ion
el I Ick iink.v , comtbuistor totaIlipre squre d ropi, and studI es.
wall stat Ic- pro'sstire d is t r ibtit i ong we re obtut toed
I rom those innsi lot ng IP'-4 fuel. Ini ad~iit Iotn , aI 1IE Pe~riental Procedu~re
limItellc .!iioottnr ot surface heatitnlg pat teros and
(mitibosth~ ,sc 'illaItit oo data were, ottht ct nil. CmutrMd'

1,It roduc ttion The combuis tor test hardware, ais ii lust rat Qd
------- sichematically in Fig. 1, was similar tot the

Curirrnt volutme liInitl vd r~im lt nts!;i I- hardwaire used i lit revlous test programs1-
di-Ii' pis i'tipltiv dumptit coitibtisitor: InI 1th is i.tpigt' except for actual siz'e. It was ':sbrlcated fronm
syStenII, thet bttoster rocket Is itttegra.teJ Intto 6" Ill sttaittless steel pipe and flanged at both
tho ramnlet citmbustir tot conserve missile, volume, endsm. Add It LIttitt I length combustor sect ions were
Stitl , tltiftstitrs dot not cittita ill cimbiust or I Itner avai I fabIe l it c It ;II llowed fo r thtr ee c ombustor
tr convent Lintl11 f lamehoIfe Pr s w i t ItIn theo titiunbt- l eng th) varfa t Iokils of ot, 12, and 18 inches. A

It o r-ep ion and MostL diettind ~to a large extent sit er coo lcd to',.'.lv, I inches to iongth and with
tl cIre, iti Iat jun u-.ones Formed hy !het stiddeo aI throtat diameter tof 3.79 inches, was used to

ciii trgimiit airea btetwein the In let. dtit tild tilt, tifljirttxInlltite I matý It tilie A#. /A3 - 0,42 rat io used
conikitto t r chamiher. lit thn' previous cotld 1 lOWf ieid tests.,

sevr'r. I prey iuttis Sttitfe 1-4 hive Itveet Itie InI itt ion otccurredl normal tto the air
t-tittuliti it 1 tlie Alir Force Aert lirttttio I t reonin tfirought 8 oi'lut IIy spaced .055" ID fixed-
L,.tltr.itttrv onl coaxl il dump tcimbiustotrs. oil en- Or II Iftc so I I itIjitttors Iticat etl 4 3/4 Inches

tit'I detl I t wI tl t the sc.i 1 hin Itl ntila I duimp uftst ri'.im ttf the 1tt let duct ex itL. These inljec-
cotmbutstotrs (2' t, Y' IP) withi .i base 1 Io it.tunlil totrtt were tvletulnvIl Iritm previtous fuel Injectiton

itarat 1,,, A,/AI i, f 0.'.', toil exhoost iret studt-i.'s lto proidei I ir itii' penietnatlo (u if 16t

ra ,A*/A I, oI II.1 tiO tot hipft ft .111-4 oittd St-prcent of thle litlet di~int'ter by the time tho
dIVite I itI. lThis St tiiv tI-ltiwei ft.it itmlttstoin ltiviI reacltdivili tilt, dmp platte tit ;t fuel-tit-air
I ettpth- -I Ifnivter no;t lit, I/I), greitr thliii/.. ra itt (if .06 intl hasielinc pre'sutre tcondit ions.

I itititiI t o ii teli t ict thu I tilt (Ilk Y', 1) thtitp t ajrt'. Thits ss wa d ii'lic Jv Ii f cct Ing ftiel I nI to it he
on iiot itti cv~i uIntl :;tve~rti 1 but I, I It;ttliil~ it sreamit .ipptixhTwiott v ', fitt tilstreii:n if tho

'itt gýkrit inls li itl lt' Iltl' Y l viii. l itcu-re's sti I Ithi~t Iv(Ir.-u liv nt oIts 8 radiit I I Inger4,

I I!4 lslllýl o t ~u lili-il 1(' Ill(. t fi-w d ipin~ Itijectuirs tail i e h i r twit tue I inaitiff-ld :ysten sti

II i i;-lh.i iqutl(ý lW u t~itlitlitIndk111(re. swinittttc ingi M logh wI'.Th ne

till hw;11II'l

I -- I diit titil I fItsw visijil IfuAit [out rest!llIs cnn 'fht' 'i I Vvti I I imiliti tier was tie Sanie deslgit
itiIi It, tie iii 1.log tip /itt t niluMItisfui risi- irilt iS k'ntliiyetl( lit RI- . I ;-,,Is isfshown IIn Ftg. 2.

tittt ! ittp tt ,i iusI- ittti iittuio Tltret welts, o.Iti Ing lopitf St r 1 (if' statitleas

wIitth I till ýiri iit toi ill 0.t4.' oi ind litx it irii 4teti' benut 1t fi ltit ottutgle titt 60"t, we're mitunted
rol ~t !o J1t. ".1i~, ill, itli' Ind 't'l I .. llY type autit itintilti frtim it,( hlt lt tho, t willI and c Irrumfvrentia liv
IlaimlvIti tiers. thet! ,-itt- int rat 1io nueasiiri'mi't sI ff Ist r Iboti ed every I12 0"t. The base of the flame-

sunlit lit-- etl itt vidit I tsitti' wire made Ililttiu wo!; lt iltti tutu ilotie its thne stiddeti

It lic i'i'httisitr liii, to!;l iii' ti tittlituti' ii- I Iliii', rvett ui'xf.itts (Iit it Iimelitlder bI tckuige was varnied by
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changing the length of tie V-gutter elements, are made on the graphics terminal. These are

The width of the flameholcer web, which was copied and the next series of teat conditions

7/8 inch, was chosen so that the flameholder established. At the end of the day, a standard

would be operating well within its DeZubay computer printout is made of all the raw data

stability loop for all operating conditions, and computed data.

The annular wedge flameholder was the same The value of the computer system lies not

design as employed 1. Rel. 4 and is also shown only in its ability to collect and analyze large

in Fig. 2. The annular wedge was attached to amounts of data, but also in its ability to

the wall by four thin rods spaced 90o apart io compute r;spldly certain critical pa:'ameters

order to try to preserve the coaxial symmetry, which tell the test engineer that all of the

rather han trying to promote interaction instrumentation Is working properly. Before

between the flameholder and dump region, each test, the no air flow, pressure-area drags

Flameholder blockage was varied by increasing Induced by the exhauater system are computed and

the width of the annular wedge. Nominal block- compared with the thrust stand reading. If
ages of 25 and 35 percent were tested for both these values are within the larger of 2 lbs or

types of f~ameholders. I/2t, airflow is begun. After air flow has been
established, air temperature is compitted from

Tent R the thrust measurement and compared with theInlet air thermocouple reading. The same

The combustor hardware was mounted in the procedure is followed after the vitiating heater

Room 18 combustor thrust rig designed for sea- is ignited and th2 computed and measured tem-

suring absolute levels of thrust. The movable peratnrva must agree within +22 before beginning

deck of the thrust stand Is 14 feet In length tith' combustion tests.

and 4 feet wide. The deck Is suspended trom 4
flexures 15 inches long, 4 inches wide and .036 Combustor Peifformance Calculations

Inch thick. Static calibration of the thrust
stand load cell was accomplished by applying a t'ho definition of combustion efficiency

force at the combustor centerline through a used throughout this paper is:

referenced load cell. Additional calibration AT
was accomplished prior to each combustion test -

as described in a following section. Hi1gh c ATti
pressure air was supplied from the laboratorv's
compressors through twelve flex hoses (2" II)) to where ATt is the total temperature rise across
a J-85 combustor which was modified to its' used the eombustor as computed from the thrust mes-
as a vittiating heater burning ethylene. Makeup surement and ATt1 Is the iderl total temperature
oxygen Was added considerably upst ream tit the .J- rise for tile measured fuel-to-air ratio as
85. Air flow rates were measured with flange computed from equilibrium chemistry calcul-
tap, square edge orifice plates, wheireas turbine at ions. Since absolute thrus, was measured,
type flowmieters were used for measuring fuel and correctiont, for ambient pressure acting on the
oxygen flow rates to the vitiating heater and hardware and exhauster seal forces were made in

uevl flow rates to the combustor. flIt' nozr1le of order to obtain the sonic air specific itream
the combustor model was connected to the lab- thrust, S%*, see Ref. 3. A matrix of 240 values
oratory's exhauster system by means ot a I lox- of S,,* versus rt5 ',nd l't5 was computed by means
ible rolling sea!, so that a choked nozzle was of eqolilibhlum chemistry routines. These data
maintained under all combustor operating pres- were then Input to a linear regression program
sures. The exhaust system was malotsinted at to obtain . cuirve fit of Sa* ns a function of
approximattely 3 psia. vartltus combitnatioln of TT5 and PT5. These

curve f its matchcd the input data within ±t% lit
D)a IaActluisltios)ill .I t11 i s. Tlhsic' crve isLR were then used to

det ern'ilne frT5 from Sa* taid 1%,,

Data was collected by me;lli of is Mioi Comp

II computer controltled datta :st'iqisIt lI' syst'itil Cmmbumstor total rpressiore ratiost, PT5/PT2,
sim pl ilg 1it a rate of 5000 cihans'els per second. are determined fruhm mevssured static pressures,
Iiet'sutie of tlit' las-'ge u.t~lt~ry itt ths ciimliiit ir , (t4K m~lo;s flows sodlt tt.; '• .I'.. ''n:•i iLos total

words, t he c'itcm t er p "lg!' Ima Wee writ tvti 1' pre'ssure s cusas. Th s mt-thod has been found to
collect asd store the ,tw, data (nit magit.i Ic disc be mote rc Ihi'e and tonsistant than using total
its we'] as computing and 'isplaying, t ing s video ptrs'is,':t probes. '[ht c'ombustor inlet total
screen,* all requlrt,-I faL'cIlltv parirmcttirs. The pirisltr ', I''T, Is cimptuted from the measured

Ilrogrim ilso complutl asid i1splav combilutitr Inlet stat h, Itresstsrc, mass flow and total inlet
t ttliperittittr based oin l it' thruist mei'sursitlrtts tempvr;ittss v. ThIs total pressure tit toe nozzle
combust ito ef L iclocy. burner tri, sotars los and exit . i'T5. is cotmputed from the throat area and
various other parameters as the test is being the combustor total temperature as calculated
cosdutted. Pitch data point Is the ave'risgs' 45 from tite ms'a'tired thrust.
separate scans of the data channels lit order to
average out tiny electrical noise In th' itis a ll. ipsctsssion & Results
system. At the end of each fuel-to-air ratio
traverse, selected data Is lI ste'd on a Tektronix Basels'line Ctomh•sulro Tests
4012 graphics display terminala Alte r ;a hard

copy of this data liss been made, plIts 01l frhu t," I) h hatic Iiiov t-ombustor was chosen so
ombustion ef icient'sy versus lus-t-ti-r r.st Ia s to approximate the geometry of the cold flow

;and pressure loss vertsci at prraiitcctitr ,o'mbustor te'tvd'l ill tih Btuilding 450 combustor

reseasrch tIstisic'lI uIif Is' I shows ;i sctmpasr son
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biwtwcen till- two combutstors. liaqel ne test with LID -3 and TO:) - I 300oR. It also should

cotid itions were selected which approximated the be noted that at LI/D - 3, the variation of nc
"pressure :icallng' criteria of P11) -200 utsed In with f/a was very slight over the full range of
titi, previous combustttr studies. Two different riimburner' operation with the annular flamehold-
types- Of fititeholders., vat-h with hblockages ofl 25 ers installed. At the shorter combustor lengths

anid Vl' pit-ent , Were t henl addedi to the dump (if 6 and I2 inaches (LID equal to I and 2, respec-
phn l~iw t flt Itiuint, I.omhisti or aid tcited. tvIvey) , thet peirlirmance pattern became inmore
In lit air temperature. T12, Wasl hie ld constant at erratic Ili nature * an demonstrated Iin Fig. 5 by
around I1000"R. Fuevl-to-air ratilos were se~lected the sodden changes Iin combustion efficiency
to cover thet range from . 02') to . 06. Btoth modes duritng thet f/it excursion. lligh]y oscillatory

fit fuel Inje ct ion, from [lie wall an d prem ixed, combtust i on was ohserved during some per iods oi

Were test id under baselIine cotidit ions. Addi- operation. This phenomena will be discussed

t louai I rins were maide at T0 2 -I )0(0"R for each further tin ; late-r siection.
of tilie II ameholder conf igurat ions with wall
it11 V tit I on only . Changes from tile baselinle Ili Figs. 6-8. comparative plots of ramburner
cmbuist or I./Il weort, made by usilng shorter ctitihus- per formance resutlts for thle various test coot igu-

ito .,octlo bits suIt ing lit' lowe-r combust ion ratIions are Shown tfor each combustor L/D at

efi ivi ent les, thereby amplifying any differrencve T()2 - 10004'R and I )00''R. In terms of t lamebolder

itt the vi' ft eCivenessi of t hie I IamehltoIders . A getimet t-y, thle obsierved per formance Is i neot-

mat rix (if tile t ests cotnduc ted it, shown in, Table 2. celosivye. Under somii test condit ions the annular

Comhiustor performance results are shown tit wedge appears supieriior. while under oithers it is

Figs. I thru 9. For purpoies of reference, it obvlioislIy Inferior.
should li e noted that the value of foe I-to-air
rat io, * /t, cotrrespondilng to an equivalence Diami~jerPress-ttre~ -Ad ExtArea Ratio
rat Itr to o s11- . 06177.

ý;omhitls!or preasulre wits decret'sed from
l coismbutstot pert irmaniice dtattt Shiwn lii bas-litie c'ondit ions1 by decreasing the air mass

Vi) . i was obtal tied lit- flthe hosIttiii t tat geoitm- f low thtritugh t [li combustoir by 50 percent. Thtesc

trv withouittit I Itmehildet-s. flitsgtiifivatit resulIts aite( Shiownit liI g. 9 for the 0. 25-Y and
fl'Iliciirii of comiutititi iet'igtli Ind fuiel Inject ion 0.' 29-AW I lameliolilir combtustors, r-sult in3 In

iii'c lit tiombustio ht fif it ltncv Is apparetnt friom ineitrid tliiambier piressures of 15 to l6 pasi and

lie-s re:a t a. It shuit Itit hensotltioneid that, f or le. to I)i psia reaiecut ively . Unider these condi-
tlie it -t c,ii I t Ionls it I/I)= I w1 ith W'i I I fItil- t lotts, tilt- haeowl itte coimbustor Without at f lame-
Injteit hto, the raimburner woutld tnot susta iii htolder could niot si~tatain combust ion. When air
tolihits t Itoo. mass f lotw wais iga in decreased by 50 percent,

itttt-sIpoiil Iolg tit I'D) 50, tione of the combustor
I'jut lostitts shoiwnt lit Fig.,. A tini " til- Hth, cotii Igitrat tons rii Id sustainf combustion.

l~ti~u~t criormontitt i iataL fr, tli, lst If, lmsit,,- 9 ~ir shotws ;. !gigaIf icitt tlevrvasa' tin Ie its

i;t v!J l.ItLiet iv w~lt ft I I iiiiilitiirs. In I) Vig . 4 i'i;mihtiih issimotr is tlciretisd fill hothi types (itl

tintlbitsti ut ci liecite)y is givitl is a I ittictuioti ofl I ltimi'iiliolerr. PIt vlttis e-sul Cs with it 12'' D
I"lhlso /D;It, illIuel nlIictitti mode I or tests t,mhiist or shtowedl small dillerences Ini combuist ion

Witl i It, Y type 1 limeolt ierm ;it in let airi tot al ff il-eitey wheni tixtuiter presisure was reduced
titi litt c!;if MOOlltR aInd I1110011. Shli 1:t1u I i'm lii !1 10 hasl i, thereby indlic~ting CHit It

restitIts whitIcli wire otaihtatied fir tile h~isel Ine IS :ii11 ti( lie banIu t pressure level Iii tilie combos-
test giotntmtry Wilit ilt-e anntula~r wedge lattmoholdiets tir t nit Iq the ctontrollinog parameter, Liut

ýitt shotwn itt Fig. 5. The overal I influenice iof tit et prn~r timr dmii Iameter (PD).
lie vai l ti! I laiit-holderii oni cttttitiqttr pe rformantce

rvhit t v ito that wIILiotit .iati lamohoi~ldet Is Thie vf oct (it Iittreasing nozzl Ie throat:

itlivitt-it whon compiarinig the resuilt~i of Figs. 4 ilianetv i, 11*, fromi 1. 79 inict, Cto it.25 itches
indt ', Ito thoitse lii Flg. I. Ini t hie cat.s of the y priidiicc' iio ;,Jpptt lnit1e chaingei Iii port-ornancc

I~j tkm hldr , tie li iglest comtlitItao of cll for thei II.zit--Y lIitim-hl'dci . Ilowi~vet, in the

itiiiv WiN.14 ;lw~iv:; olit :11liid il lt the towist liiu tI.Ae tt tIht O("I ..'tA 1 kI lit hodii, i;NIg SI~f leant

I' 'uliity Witt 111 itreased I /;I, HRtmhtrtiet Dig li . The rotsnii for thle sudden do~creuisi,
opro Iol iLt ]./DIt I Wat titislble With the Y liiIt iat tlie Itilitlist vilut' oif f/i. for thils test

lyp'it 1, IJilwihi I tIvr Itoit .i Ilt-d. ltiwi-vut, is catIi ]Is, titid itti 1,4 tot I~risvnt v tlear.

1;111 I!" I. li itt I.IH ' ii lc lo it Ills

waq mit very gititl . Other PLactotrti

.1 I 11it tuttl., I 1:litttitIlditi wit t mirkitI Iy ill I Ir- tori !v15, iI lew i~xploiatti ry te'sts were cinuctidcii

tilt I i-1i thiste ttht.i ltit wi th tile Y type idevlices, oitottther vat ittl lttis. ' tordier to assure tbatt

F tat !il Ittiit Iv it I/li - I. Ramititteur tctmibustiont livsturireli ef! eti a were nit irevavtint duir iTig Li

ltw titit is t't t rendi oltstt vei wiLI ti li Y ixtuot aIitio twit sti-rtit, rinut wete icoinductetd ,t

typo ; laitithtluli'rs. li ilte tests wit tlt( li.iiionlar tli'lit, e]iv i'ti. cotu Igitot tiotti (no Ff1, 0. 25-Y and

I 1itt~itiliti Itt. tilt, totiii tepitptttatite iii the Inllet 0. 2'iAW) witli foe I-ti -tirt raito inci iasltil ini
-il tl had tatiti' a gitll h IL it mlo luotici ton comnbistotr oneti riuti, aiti fuel--to-air rat io decreasing in the

I- I.. litttn mitiChat wit apptltinitt with tlt itther seottti rnt. list thati a 2 to 31 count change Iin
tis t -tit~f Igtittt ons. '11w hitt oiverall raittiltirnet combustitonhu eff icit-ticy was noted for all test

, iti'ihtst ji~t of tIcit-lnt os- I to all tem.t tititl Igurti- ta st't. Subsequenit ly, fur the rest itt the test

l o t s w i t i o tt h t l i n it ' i Li s tio t h e a n n t u l a ir I Ia ti mli t il d e r s p t t t l h t tm t i l v t i t i iol tn w o i t u io diiu c t e d . I t w its
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decided tit use a decreasing fue I-to-al r ratio In pressure recovery was noted between the 25%
o rder to avoid it cold combustor wall temperature blockage Y and annular flameholders. The 35%
near the lean-blow out limits, where wall tempera- blockage annular flameholder showed a slightly
ture effects were expected to be the greatest. greater pressure loss than did the J15% blockage

Y flameholder.
L~ikewise, a few variations Jr. inlet diame-

ter, D2, were run with the baseline 0.25-Y Stialt Pre,4nure Distributions
flaimeholder cotmbustor to observe the effects of
dump area ratio. Performiance was increased The baseline combustor (LID -3) contained
about 10 counts over moat of the f/a range wall static pressure taps every inch downstream
covered when the baseline A2/A 3 was decreased of the dump plane. Data was recorded from each
from 0.44 to 0.35. Decreasing A2/A3 still pressure traurducer prior to a combustion run
further to 0.25 resulted In it slight combustion anda during selected fu-.l-to-alr ratios. A
efficiency improvement, but only over the middle comparison of the baseline combustor with no
f/a range. This trend is in agreemsent with flameholder and no combustion (F/a - 0) is made
previous small ucale combustor tests (D3 < with similar cold flow test data from Ref. 4 and
6"), but Is contrary to results obtained with Is shown in Fig. 11 as an axial static wall
larger scatle combustor tests (0)3 -12"). APpar- pressure distribution normsalized by dump step
ently, the dump area ratio for optimum pe.rfnr- height, h, where h - (D3'-D2)/2. Although a
mance does not follow "PD scaling criteria." slight diffý-rence in the absolute vatues are

seen In the region near the dump, the chattacter-
The lean blow-nut data was In general Iatic shApe of tbe curves are similar. This

agreement with Lite previous comtbtistor studies, dil lerevice Is atatrlbuted, In part, to the loca-
coccurring at f/a < .015 for the wall Iinject ion tion wher,. tlit- inlet total pressure, PT2, was
mode and at f/s *.. 044 for the premixed mode measured lin both experimenats. The wall pressure
(slightly higher than f/ita- .0.35 reported in plotrted at x/i) - (0 Ini the present tests was
Ref. 2). The addition of flameholders did not artually the Inlet static pressure measured
appear to change the lean blow-out limit, but upstream of the w~all fuel injectors atad the
did Introduce consideraibl y more scatter (.040 flameholdar. Also nml ed in this figure is the
f/a : .048) into the data for the pre~mised mode. re.l ttachmtent point, indicated by the dashed line

With, asi determined from flow vlsualizat on

Combustor Pressure L~osses techniques In the cold flow equipment.

Combustor totatl prea;surv I aisem were not Filguries 12 t hru 14 show the axial static
measured directly with a total pressure, rake wallI pressure dlist ributions normalized by combus-
becauase of the difficulty in obtaining a represen- tor dia~meter, 1113, far the baseline combustors at
tat ive mass avera), I total pressure fin ia reacting T02 - I l00OR for various fuel-to-air ratios, and
caimbumtor witth unsteady flow and large recircula- are representt ivi, of the vast amount of static
tion zones. O~nly when the combustor Is~ very pressure data obtained. It is noted that without
long sat that the flow has time to reat tach coimbustlion (f a -U) the ax ialI static wall
Itself to the wall and become establisiacu, can pressure distributions characterize the type of
reaasonable pressure measurements bL m~aaie with a flancholder employed aiad aire very consistent and
waiter-cooled pressure rake. Instead, coambustor well def tined. Thisi is not true once combustion
pressure recovery, 1 'TS/ 1 'T2' was detrvimtiida from hadl iiacuried, as various patterns were observed.
measured inlet static pressure, mua~ta f low, aind lin saome ctases waallI statitc press~ire Increased
thraust am desc-ribed in Sect ion 11 . with diistance daownsttream of the dump, and in

othber caises It daereasedtc with length. In some
P lgurav 1U shows t hem~e rt sia It t faittii caises the a tat Ic uaressare disitribution was not

base lIi anebvmustors ait I 300"R~ laitl v ad lapiInst nliprec labiv af fecet h.ily fiatl-to.aaI r ratio, and
f liet-iheat addiitiaon pa~raimeter, Sa*1vh'Of2, whichil Is mIn others it womiu .tst rong function of fuel-to-
f lie, motiat stream thlrust diiv lidal iy the saIiaiar' ait - ta t Iao. Thias I- urtamaiticat Iy Illustrated by
roaot ,f inlet totalI teniaaeraatira. Pair aI aa'nssait the 2SXa taiiiiaiha I aiaiiaalder In Fig. 14 where the
arirea coimbustor , pressure recaovery wil Iadecrease only difit rence In trtat ondilt ions was the inlet
asN teat addlitlion [tivireamaem. Hoawever, lI o thte air temlauraitare. Thi' ionly general observation
duampa aombaiustoar, pressure loasses arv t a imbitnatlion thiat anald ae iii d mafl'tiler looaking tat all of the
tii taraaaliatmla I aaiaaaa, ii, uct itg thei ;tlalan wail I t ath I restiari alit~it and the currespaonding
a-xpittalati Ions,, plu has M bait ttuIot i It,~ ws. AH aimuibtfo ii alt ,I. Inrv curves itsa thant yeav high
bieat addlit ion hit--aacrasa , in let Macla naumber L111,amhuuti lail VIfit lana ii' teuideti to cause aa decreaase
decreases anad the reduced aerodtynamic loasses Irn wall mitatic pivsaiura' with length, whereas
oivershitadow the I ncreaised heat add it oti Iolases; pooir aombutst ion efficiertcies tended to show an
hence, coambuistor pre.ssure reaaovery Inariasites. Inariata, ina wtit 1 stat ic prestsu,-e with length.
This Iii v talent it, rig, Iio witl Ii I,. .itagatat Likewise, wtaaai aaamhiat iaan efficiency was rela-
C Iameiialalr balockakges ('IS%) twivng Ili(,S a4teea it t ivelv caatimit ove aar ;-n ent ire f/a range, the
shape- due, toa larger avraadynanit itasseat. Fit ti- wail -tnti da istribuat ion tencied nat to show a
baseline coambustor withbout I I tmehaalaler, (lie lsarge varltatIon with Ila t. however, this was not
aerodynaumic laasse:; were only slightly greater alwtiv, true as exceptionp, werv na'ted. Attempts
than the heat. addition loisses. hence these tao correlate ta given uaxial well static pressure
losses tend to cancel eaach oither and pressure to aitaibusition efficiency were not too successful,
recov~ery remains relatively conrstaint olver the an1 manoy aippartent inconsistencies were noted. As
range o~f fuel-to-air ratios tested. The daita an extample, combustion efficiencies are tabulated
paoilts ami the far left hianad s ide werv oabt ailned in TablIe I aortac poandi i tg tat the fuel -tat-air
prioar ta caombuistiaon. Vlrtuil iv ait)aII illertica lit ratio~s slowtia fii 1,Igat. 12 liiru 14.
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From the above, it can be seen that caution combustor screech during sou-e of the runs.
Must he exercised in ettempting to define combus- Figure 16 shows examples of these types of
tor performance from iti ttatic pressure distribu- oscillations de~ected while running the 25%
Lion alone. This can have severe Implications annular flameholder under similar flow conditions
in attempting tn design a ramflet control system at inlet air temperature.j of 10000R. Figure 16a
based solely on a wall static pressure me-tsure- is for the baseline (LID - 3) combustor whereas
merit, unless the combustor has been well Fig. 16b is for the ghort (L/D - I) combustor.
cha.Iraciteri zed. The change tin combu!tor length alone was respon.

sible for changing the pit,,rure oscillations
Surfa~ciieot injL Pat terns from the low frequencies to the high frequency

screech. This may help to explain the peculiar
Using hare wall stainless steel combustor nature of some of the combustion efficieti%;y data

models Instead of water-cooled combustors allows noted earlier for the short combustor with the
one ito obtain additional Information in regards annular I tamvholder. Although the low frequency
to what Is happening within the combustor, and osc liations do not seem to have any significant
how the fuel injectur/flameholder assembly is effect on combustion efficiency, the high fre-
behaving. This is shown in Fig. 15 where photo- quency oicillations, can have a significant

grapht; were Laken of the hot combustor as tiewed effect ILI Increasing combustor efficiency by
from the control room TV scrcen. Figu'-e 15a drastically altering the combustor flowfield.
shows the surface heating pattern for the 0.25-Y 'tbis effect was noted in a previous in-house
flameholder taken under thn same test conditions combustor experiment In which high speed movies

asfor the pressure distribution data previously were taketi of a 6 Inch qlairtz dJump combustor
shown in Fig, 13. Large riircumnferential tempera- (A2!A3 -0.25) in an attempt to observe the
ture gradients are noted near the dump end of nature of the reacting flnwfiel1d. As th:? f/a
the comtiustor due to the unsymmetrical pattern was increased from .035 to .04 a drastic change
it the Y flaseholder. Surface temperat~ure In in the entire flame pattern wms observed and at
Inc I ijhtt eat regions, corresponding to wake the same time combuslor screec!h was heard with

regions 1rrom the flamehuider struts, approached sulinequcat breakage of the quart?. chamber.
I50"',t" ais determined from other test programs In Unfortunately, high ftequency Instrumentation
whlich thti.rriocouples had been attached to the wam not uimed during that experimi of, hence the
combkst in wall. When uniform fu-'l injection was combustor oscillations at that Instant were not
employt' the rurface heating pattern becan'e recorded. The high speed movies also illustrated
somewhat more uniforr, although ritriations the unsteadiniess of the ila-me fronts both with
caused by the wake of the three f lameholder and without high frequency combustor oscil lations.
mt ruts coould still lie observed. One of thre
vi rtules [in observiri1 . surface heatilog patterns is S~ome nailve attempts were made to characterize
that It t I Is where to Ilocate thermocouples in thle present osc ill at ions an long itud ma I , trans-
orilir to onta in the maximium amount. of 'luantat lye verse, or radial waves based oin the fundamentL;I
Ihoat transfer data with at limited number oft frequencies asmoc lntod with a clnaed cylindrical
theraocoup-as. This is !npecially valuable in vessel. These attempts were unsuccessful. For
relating to ramburner thermal protect ion the low I requency Instabil1ities, It was assumed
inve~st igat ions, that the sonic nozzle was one oif the reflecting

surfacos. The distance to the other reflecting
F igure 15Sb shows that at more unliform heating surface wns then computed asniumierg the measured

pat tern IN obta toed with the 25% anob
1 

or flame- frequency was the first harmonic. The required
holder, alIthough some c ircumferential variations distance turned out to he midway ir the inlet
are seen wh ichi cor respond to the location of thre duct and thlus I ncojMpcIt th WI'wt:hI t hi requirements
four sulppor t struts wh ichi held the annular wedge for at reflIec tIing sur f;!ce. Tho low frequency
In place. * uc ill at ions seemo to ho (~ifated with the

sheddilog oif a ring vortex of f the surface of the
Combu~st or l'repsure Osc ill at ions InlIet duct. at the dump sta tion uif the combustor.

This frequveny seemed to he Independent of
Dlur ing many of the comhustion run.,; an whether or not there was a flameholder in the

uaudibl IcrSeiechi could be heard over a port ion of inlet duct. In fact, using the Strouhal number
the f/a rainge. A close coupled, high frequency of 0.21, for cyl indert. with at body diameter of (I

response, Kist ler pressure. trat-nsducer was at tachied inches yi..' Ida fre~quencies remarkably close to
to the front c ombust or flange to detect any the mpfasu rod volniu-s. Hlowever, in the absence of

unusual iv I arg- pressure oscIi liat Ions i)ccurt log. comhumt on, one woul d aliso expec't to find some
tOut put )f thte t. ransducer was connected to at shedding I rvquency . Althbough thre nonburning
Tekt roix ossc illoscope to determine the ampliItude pressure osciIllations were only 3 percenlt of the
of the pressure fluctuations anrd then Lo a I list average chamber ;irebsure, there was a measurable,
Fourier t r.aisform spectrol analyzer to determine predominant freoniency which turned out to be
the dominanit frequencies, In general, two 2 112 times the calculated shedding frequency.
d 11t tout types aI oscilIatit on were detected
dur log the test secries: (1) a low frequency The Ii gh frequency screech oif the annular
osc iIlat Ian oni thei order to 2111 lIz wi thi peik to f lametioldvi * at times, was also (if the snme
peak limpl itudem lbs high ats 100% of the average frequency as predicted for vortex shedding off
chamber pressure, and (2) high frequency usc il Ia- its hose region. ttowvver, the orw iIlations can
tions hetween 2500 and S0001-z with peak to peak be just ats easily identified as the first tangen-

pressure fluctuations at. .,It as 50 percent of tial * first radial, or second tangential modes
the average chamber pressure. It was these of Osc illatotn) depending (in what one or sumes for
lat ter frequecc es which could he heard its tite ef fective speed of sound for the chamber.
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Correlation to Cold Flow Results The use of wall static pressure distributions
as the sole basis for predicting overall combustor

As previously mentioned, a comprehensive behavior is not felt to be sufficient without
series of cold flow dump combustor tests was additional supporting data.
conducLtd prior to the present effort. A direct
correlation of cold flow mixing results with Surface heating patterns, obtained by using
then avillable ramburner performance data was bare wall combustors, can be of value in develop-
made In Ref. 4. The ramburner test results now ing ramburner thermal protection systems. The
being reported provide a more extensive and patterns may also be usetul in locating reattach-
consistent set of data with which to correlate. ment points if, for combusting flows, the point
In Ref. 4 a comparison between centerline concen- of maximum heat transfer corresponds to the flow
tration of simulated injected fuel and ramburner reattachment point.
combustion efficiency was given as a function of
combustor 1/D for various test configurnrtl.ns. Adequate high frequency pressure instrumenta-
It vs shown that the cold flow mixing re,;ults tion is essential for detecting the occurrence
did, In fact, correlate quite well in terms of of combustor oscillations which can affect

overall combustor performance for mixing-limited combustor performance and durability. Combustor
configurations. screech has profound effects on combustor perfor-.

mance, but can also produce very high local
Using the same basis of comparison rs given heating rates which can be detrimental to the

in Ref. 4, it is possible to make predictions of combustor chamber thermal protection system.
ramburner performance via cold flow mixing data Low frequency oscillations appear to have little
for each of the configurations tested in this influence on combustor performance or heating
effort. These performance estimates, along with patterns, but could impact inlet stability
the actual measured combustor performance data, margins.
are given in Table 4. The ramburner performance
results are those obtained at f/a - .045 which Detailed cold flow mixing resuits are
was being simulated in the cold flow tests. As useful in designing combustors. If the fuel-air
can be Peen in Table 4 some of the performance distribution Is not well mixed at the exit of
predictions agree quite well with observed the combustor, there is no chance that the
performance, while in other cases the ý,greeient combustor will perform well. The converse,
is not so good. One trend is clearly obvious; however, is not true. Actual combustor perfor-
namely, that better overall agreement is obtained mance is strongly dependent on many additional
at the higher inlet air total temperature of varinbles.
13000R than at the lower value of 0O00"R. This
would seem to indicate that Improved vaporization
of the liquid JP-4 was occurring at the higher
total temperature, thus resultinq in a bette- References
simulation with respect to the wall Injection
and mixing of a gaseous fuel with cold flow air. I. Stull, F. I)., Craig, R. r., and HoJnacki,

J. T., "Dump Combustor Parametric tnves-
The performi,nce correlations given in tigations," ASME Fluid Mechanics of

Table 4 certainly do not tell the comolete Comrbustion, Joint Fluids Engineering
story. For that one must look at results over and CSME Coolerence, Montreal, Quebec,
the entire range of f/;i. The onset olI highly May 13-15, 1974.
orcillatory combustion at some point in a given
f/a excursion, which results In large increases 7. Stull, F. D. and Craig, R. R., "Inves-
in ic. is certainly not predictable on the basis tigation of Dump Cor'",stors with
of cold flow results. Flamelhlders," AIAA Paper 75-165,

AIAA I I(h Aerospace Sciences Meeting,
IV. Conclusions Ilasadena , Ci I ifornIi , Jianuary 20-22,

1975.
The performance character1stics (if the two

types )f flameholders were very diferent, with 3. Craig, R. R., Buckley, P. L., and
the Y type fl ameholders showing consitsteut Stull, F. D.. "Large Scale Low Pres-
trends of decreasl ing comhust ion eff Ic iency with sure Dump Comhustor Performance,"
increasing f/a. On the other hand, the annular AIAA Paper 71-1303, AIAA/SAE 1lth
flameholder showed less scnIItivity Lo f/a and Propulsion Conference, Anaheim.
L/D but I much greater dependency upon Nilet air California, September 29 - October 1,
temperature. This suggests that a more effec- 19?5.
t ive f lamehi Ider could be designed by 'omblunlng
I oate ure's oI both types of f lamehilders; I.c., 4. Drewrvy .... F.. "Fluid Dynamic "harac-
replacing the thin support rods of the innulnr terizrition of Sudden-Expansion Ramjet
wedge with the V-gutter webs of the Y type so as 'ombustor Flowfields," AIAA Journ2l,
to promote interaction ibetween the annular wedge Vol. 16, April 1978, pp. 313-319.
and thlt' dump region.

5. Hojnackl, I. T., "Ramnjet Engine Fuel
Conduct ing premixed and wall linJ ecti on Inject ion Studiles." AFAPL-TR-72-76,

tests consecutively can provide some Insight August 1972.
into the sensitivity of fuel pe.etration,
atomization and vaporization elfects on com-
bustor performance. Such tests help to define
the potential gains to be made by ine. tuning
the fuel injector assembly with a given
flameholder configuration.
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Table I Comparison of test models Table 3 Tabulation of combustion efficiency

Cold Flow Baseline No Flameholder 0.25-Y 0.25-AW 0.25-AW
Model Combustor T0 2 = 1300OR 1300OR 1000

0
R 1300OR

D2 (in) 2.50 4.00 Fig 12 Fig 13 Fig 14a Fti 14b

D3 (in) 3.M4 6.00 f/a nc f/a Tic f/a Ti
c f/a TIc

D* (in) 2.50 3.79 .031 .687 .027 .883 .026 .712 .026 .773

.041 .717 .037 .863 .061 .724 .041 .883
lC (in) 15.1 18.(0 .060 .663 .045 .814 .058 .901

.059 . 754LN (in) 1.5 3.0

h (In) 0.67 1.0

Injector Orifice Table 4 Baseline combustor correlation
Diameiter (in) 0.035 0.055 of performance data at fI/. ý 0.045

Dist. from [nj.
to Dump (in) 2.5 4.75 Cold Flow

Mixing Ramburner
/3.93 .00 Predictions Performance

I 1C+N/DI3 4.32 3.50 ConfiguraLtio I/D ,ic/Tlcm.ax Oc n c 1000 c1300

30.42 0.44 0.90 0.81 0.58 0.70

No I'l 2 0.50 U.45 0.48 0.60
0.42 0.40 1 0.00 0.00 -- --

{.70 0.54 '1 0.95 0.85 0.75 0.80

0.25-Y 2 0.85 0.76 0.62 3.75
1 0.30 0.27 0.25 0.39

3 1.00 0.90 0.73 0.89
0.25-AW 2 0.98 0.88 0.75 0.90

1 0.55 0.49 0.55 0.80

Table 2 Matrix of test poilta

Ilamehol ldr -s Noni 0. 25- Y 0.25-AW 0. 35-y 0.35-AW A* Watr

I,/) To 2 1000 1 100 100 1300 I 73O 1300 1000 1300 1000 1300 - (b/sec)

I Wa I I I J. X X X X X X X x X X
Prt,mtx X X X X

2 Wall Inj. X X X X X X X X X 0.40 3.2
Premix X * KX

I 1a l I nj * X X X KX X X
Premix K X X X X

'I Wall I1 .. X X X X X K 0.50 3.2
Pr emi), X X X

i Wall Ink. *X K 0.40 1.6
Premix

W l~ould not sustain combustion.
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Fig. 10 Baseline combustor pressure loss.

Fig. 12 Baseline combustor wall pressure
distribution vithout flameholders.
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MILITARCY AIRCRAM' NOISE
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Paul A. Shahady
Air Force Aero Propulsion Laboratory
Wright-Patterson Air Force Base, OH

_-Upportunities to reduce military aircraft noise without inhibitLj
miission capability are considered. Emphasis is placed on the need for
a comprehensive milit~ay aircraft noise abatewnint program involving

Scompatible land use in the vicinity of military airports, operational
Sconstraints, and prccedures to reduce noise impact and source noise

reduction. The military to civil transfer of aircraft aid engine tech-
e inology is discussed together with the effect of increasing civil noise

constraints on this evolutionary practice. Research and dev_,lo,-xntC activities to reduce military aircraft noise at the source are high-

C lighted and plans to incorporate noise reduction technoloqy early in the
Sdevelopient cycle of military engines are outlined. Recontiended noise

Sgoals for nmilitary aircraft are presented.
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Military Aircraft Noise

Paul A. Shahady 1
Air F'orce Aero Propulsion Laboratory, Wright-Patterson Air Force Base, Ohio'

Opportunities to reduce military aircraft noise without inhibiting mission capability are considered. Emphasis
Is placed on The need for a conrpreheaisive military aircraft noise abatement propram involving compatible land
use In the vicinity or military airports, operational constraints, mand procedu~res to reduce aoise Impact and source
noise reduction. The military to civil transfer of aircraft and engine technology Is discussed together with the ef-
fect of increasing civil noise constraints on this evolutionary practice. Research and development activities to
reduce millitar aircraft noise 1i1 the source are highlighted and plans to incorporate noise reduction technology
redr) In the development cycle of military engines are outlined. Recommended noise gtoabi for military aircraft
are preini~ned.

Introduction vicinity of military airports, operational constraints, and
Ol~t isnot ne prblemto he ilitry er- procedures. and source noise reduction, Fig. I. Since a large

N v1:ics. nTe eotganiew pmany tersao that miitary iser majority of military aircraft are high performance aircraft not
± ' ice. Tey e~.onizd mny ear agotha hih nise presently amenable to source noise reduction techniques, land

levels were detrimental to personnel, contributed to struc- use control is the single most important method to lessen the
firal failure%, and degraded ;he gencra! community en- impact of military aircraft noise on communities adjacent to
sironnient. C'omprehensive bioacoustic research efforts were military flying installations.'I The Department of Defense
conducted it) assess, the effect of' high noise levels on per- recognized this to be the case and recently published an en-
sonnel. As, it result of these programis, allowable noise ex- vironmental impact statement of the policy nees~sary to im-
posure limits were developed. Ear proitxtiori dev~ices weve plement land use control in the vicinity of military airpoitis. 2
issued ito all personnel exposed ito exceiisise noise, and nearing Operational constraints and procedures can be employed to
consersation programs were initiated throughout thr military reduce noise. However, military flight operations are
sers ies. 'These early hioacoustic research efforts formed the somewhat unrique and, therefore, noise abatement procedures
hasis for much of the current work on subjective response to which are applicable to ci-il aircraft operations may not he
aircraft noise. appropriate for military aircraft. The fact remains, however,

With the advent of the jet engine, the proh em of that the potentia! for effective military aircraft noise
acowi'tically Induced fatigue in airkraft struictures became abatement coniiraints and procedures does exist. Coin-
more predominaui. In response ito this problem, extensisc in- prehiensise studies should be conducted ito fully esatuate this
house research facilities were established. Sonic fatigue atid potential. This need was pointed out in a recently drafted
Interior noise control technique, werc developed and com- Department of Defense Area~ Coordinating Paper on En-
prehensive .iandards were formulated. However, very little v ireirmental Quality.
effort was directed toward the real culprit-- thc propulsion The potential for large source noise reductions for strategic
svslern, since at that time all engine noise reduction techrniqucs and tactical military aircraft does not exist at thre present time.
55 crc accompanied by intolerable performance and wkeight These high performaince aircraft cannot accept the per-
periattieN. f'ornianc degradations associated with current source noiseThle mnost clusis e pr oblem ito lace %%ias commlunity anl- reduction techniques. However, source noise reduction
nosance. Ito partialls oserc.onie this problem, the miitiary ser- techniques can he ,uccessf'ully applied to selected military air-
vices expended con' derable manpower and funding to cIraft classes that operate in the civilian as well as the tnilitart,
de00se lop ttcts e grouiid tuntinp suppressioni equipment. This domainr, !uch as helicopters, transports, tankers, anid patro'l
effort, together with a hInnited use oit operiational constraints aircr ',ft ss ihout imposing excessive performance z'.d weight
anid land usc planning, represented the military's principal penalties. The Decpartment of Defense and other ag~encies of*
wecapons against noise pollution. I hese efforts are now he~rig the Federal (jovertlnent are conducting comprehensivse
cxpanded and, in addition. mess elfotrts. are being initiated ito research and desclopmenr programs to develop source noisee~duce ailtCi aft propulsýiori system noise at the '.our~e. This reduction techniques that cart oe applied to both militar\ and
papcir eriiplrasiiivs the cointrmurit11t anno~nance a spcc:s of' ci% ii aircraft.
tiiilmiar aircraft noise arid cx ploces "fliat ot'porr unities c~isti
to ecdukc thre impact ot military aircraft noise without
nirlihtiri mission capabii\.FMtiR 1rPfNiiCOIL

Miliiar) Aircraft Noise (Control -

- ~Ifie impact of noise vrinarratitg from milirar% aircraft
operations% cani he significant k rcdujced by a coinpirchersis e
irois ahateirrent prograri rinol% ing compatible land use in) the

VtwI CiflIid as Va. -p 'm 1t291 at Il(i' - SA A ' ihs P:i 'ropiikiii "I oln- IAND ItRAI iOWAi SsiRII~~

W 10 RO EUF I R1 iJhci 0, 19"1ý -,iot ic~isci~c Noseinih' t4,~ 194 1h a~tihr~ m 1- -~ 5ii PRO1 015 -i~
, iil5 C .AI' I " , avId lie el I ori I i S io I I I , I t( .I \esr it and .I ie imilhers %it 1 LocAI loninq 0 lsight 1 -s Noi i, ig, ne
I cki tIidol pth \it pot I I sit itiNst mids % ( snip sdrhow pubi Cl ioI% %,, RmIr~dion CfIl.

kis-sii mi o l et n ie de'scls'pnmic'it st O ic landi usc' planniiig c~on 0,# IA 9 G.rm,sr 11,nsp * ArossJ1[ i,0Mn.,,,t

Su'pc ill tin. I Esential components for a comprehensive militari# aircraft
\ctspi 5~~k-Ii IIC noise abitem1.entIIII program.
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that was designed ito protect its operational capahilit> from
oft*-base intrusion. In May 1972, Headquaritets, U. S. Air
I-orce issued the draft of a Real Plropert% M;aiiagoeiier

.4Regtulationl (At-R 17 14) miiiei tire title, "Ar Ii~is.ilIlailoir
- (~oirpatit.e I tkz Zonte' (AI( Ui? Prtotectioni ot Air I or,:

Ir. Base% Against Urban Encroachment."' Tire concept
established by this draft is designed to encourage compatible
land use in nongovernment areas around military- airbases. It
does not require that the land remain open space. but that uses
he compatible with the noise and occassional ha/ard Ashich
exist from- aircraft operations. Three basic rechniqucs are

tion ')f local toning for compatible land usc: 11) 1[change
excess or surplus (iovernin.eni land for land 01f Cqurs Akot
value %ithin the compatible use area; and c) Puirchase re~t, i,
tise easements or lee title.

Purchase of restrictive easements or fee title is cotisidered a
last resort method in view of the likelihood of budget resti ic-
tions. I ar.d exchanges are limited by the availahility of excc~s
(posernnrent land. Therefore, it is clear that the principal
technique oif general use will be the adoption of local toning.

'\pplication of tire AICU/. concept results inl an airport eni-
.4 siruns land use compatibiihiy plan which includes: 1) land

areas upon which certain land uses could obstruct the airspace
or otherwise be hiazaidous to aircraft operations, anrd 21 land
areas which are exposed to thle health and safetN hazards of
aircraft operations. The pl..n resu~ts front overla> Erg noise
and accident zone maps and establishing compatible use
districts from the oserlays. The actual delineativin of the ac-
cident tonies for a gisen installation will. to a large degree, he
the result oti professional judgment by platnners and as ation
experts. The noise tones are generally for tred b,- using tour or
fise contour lines fromt NE]- 30 to 50. 1 lie NFl: prediction
procedure u~iici~s anr HPNdB source noise data base comrbined

Hti. I Repr~entaIl sample of an airport environs compa~ibihitý with a description of flight paths and theii utilizatiotr to
la89d uC plan. prodirce NFl- contours using a sophisticated computer

progratm. Os erlays of' the noise and accident /otnes produce aI
Land tse (ouiarol number oit compatible use districts. This inforniatioti ser % os Is

the basis for final districting decisions together r %ii other
%f ilitars' and cisiliat air fields att ract actuit y in (icirtr ii. - latnd Lise determinants to form a conirprehensis land use plan

mnediate -surrouitditigs. Ne% cities gro%% uip necar bascs ane ligure 2 shows at typical NFI- and accident tone map.
existinig cities grow% outNward ross ard r he airfield, Since the I ir most cases It is not practical to situpk os er la> the ( our
militar% airfield structure has rema tined largely. static the past rat Hle I I e IDistricts onl at sicirtis tmap and adopt a conriespOii
fift'een scars,, this enicroachnreiint process ha-. endangered the fill,- ordinance. 'Ihcew districts serse as thie basis sit f-inali
poitential freedomi of these ba'.es to support flight op~'ratiiOi'. districting decisiotns together %% ith other land ase itteritnirnarit

lrris trend can be conibated bs Iraltin the ericroarchinterr no torm :hrc coniprehensise land use plane. I aiid use planning
pinocess at existing bases, or by :oniruircting Ile% baes ar experts point out that itre arrport errsironts Connipatrbirlri ts u
lh inoirri antd ssl tInand procriremenir policies Ahbrtch s rild plan shouild not be c-onsidered air eurd titii itsl. Ir is otktistle oii
ploliiitil adilacirrr encroachmient, (isen tire Liticipated hilirs mrant\ inputs into at comnpuehensis eriironricninal land ti-.c
Cot future trillitarv constructioit budgets. it scents \er% tinlie planning process. Reterences I and 7 prov'ide specific details
04ira the lDeparnmnent of Dofense Asill be able ito build rnaw, cne igtelti s lnigpoes
tress riilitars airfields. Tm . 'ore, the ntiiitary services, tiuts .I cnentgtekn lnigpoes

Itrise to thalt tlire enrcroachrment caused hsý urbani.'atnoll Ilt Operatiounal ( tonsirainh and Procedurrs
mtost cases Iris goal can he supported b\ the adjacent corn-

ni i -. (Operational cornstraintst and procedures tot hoth light wid
Il~lie l~ ritIIse lota adtacentl contittuitslI ito c:oopcrate ssiitr ground operations can reduce the impact of urilitan iCi IIl

thre tnhiihiar\s cr'ices to, establish comnpaitibnl laudc use does noise ott local comnntnities. ()pera'iotral cosr intsihlide'
tIase piacitcal limitations. I arge areas olf land canntii be sujch itemis ats: a) Restricting hours ofI 11 ortinrir:I II

steihtcrIII/ci I~ hun IIIrcalIi sti ic l aIin ItsIIe a ssuIt irip IrIo ns: Ithis i s contt II at h )I I r es cr ib trg i Ihec num Inbe r oft o pe r atIionIis p crtI11i itd p c hu) n IIII 1
to lass s ssInch protect a property owner's, right it, profitable lttle; c) Limiting operations ott \scekenlds antd liolidass;

d) I tintingii areas itt Ashich operationsý Ila\ tit pci fottnid:

Air linsailialin Compaible Us Zope Oe)rohbtional certanoped ras ionIILCSuc. tII A:a '

(AICILIme ionsadd wtchiue;m.g ig lwln, (\ p\sr;

es altiate ntoise arnd assess its ef tect ott skiri ounrding area.. sinice i es esed Ito detertrnine their applicability to thec nitiitais' air-
lie carls 196AYS.' Also, accidetnt iris est gallotn and rIrong rIaft noise problem. lilowes er, there ate unlique aSpects of

putblic intfotmnatiorn programs 'tase been practiced to1 mnitimi/e militrary awrcrafr operations t hat miust be ear chills' a~ssessd
the ill-effects ot et tiler nroise or acctdcn itt iiard. Howes er, uni- betnur adopt ing ans' operational constraiuii, or procedures.
itl recently, tire iDeparritnet of ihftise~ did trot have a policy IlIre traitnitrg evolution oif individual pilots aitd unit-
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XID i. 4 Military aircraft noise ml tak.eoff compared with the federal
log aviation administration's civi aircraft noise regulations (FAR PART

Fig. 3 T.pical military aircraft flight patterns at a pilot training 3).
base.

require,,, the capability for flexible planning The level of ex-

perience of assigned pilots, weather, target availability, hours C WC
of darkness, etc. require continuous adjustments in planning 12 KCIw AWACS

to achieve a proper readiness stature. Restrictions on the C

frequency or time of operations could be detrimental to the in
training process. Commanders must have the option, im- i •A •S
plemented wisely, to conduct the training they consider F AI- M, 11.

necessary to maintain readiness. - -

Aircraft traffic patterns must be evaluated in the light of IA- . ...................
mission requirements. Some adjustment may be made to It
alleviate noise; however, many of the apparent changes are
not feasible. An example of the complexity of the problem is I D , , ,
shown in Figure 3. 20 110 ?a G U1 5 a

Tihe figure shows five basic patterns used at militavy bases: MxIMUM AIwCRAFT W[IG0T Fm

straight out takeoff, straight in landing, overhead landing, FIl. 5 Military aircraft noise at approach compared with the federal
closed pattern to the inside downwind, and closed pattern to aviation admini•ratoona' civil aircraft noise regulations FAR PART
the outside downwind. Similar patterns can be found at civil Wi•)
airports with National Guard or Reserve units; however most
cis it asiation patterns ;,re essentially straight-in and straight-
out. lhe complexity of the military patterns pose quite a the DC9 and 737 aircraft, commercial versions of the ('9A

problem to the development of effective military aircraft and T43A, respectively. The BI and AIO data were predit:ted,
noise abatement procedures. Another significant poirt in based on aircraft/engine design and operational charac-
establishing noise abatement nrocedures is that the current icritics, and the AMST levels were obtained from Ref. 10.

flight technique, developed for each aircraft are optimuied for The major noise source for all of these aircraft is thie
rmtaximlum performance in any particular mode of operation. pcopulsion systcm.
Shee standard operating procedures are directly related to

flight satley. Burdening pilots with a number of aircraft Military to Civil Technology Transfer
operating techniques, for variouis air instalh',tions and aircraft Figures 6 and 7 explore the commercial compatibility of

operating conditions to reduce noise must be approached very ,ontie military aircraft with respect to FAR 36 requirements.
carefullv to asoid derogation ofsafety. The C9A. T43A, and Cl135B are all military versions of

%ourv'r N)isr Reduction operational commercial aircraft (DC9, 737, and 707, respec-
tively). By employing new nacelhks with sound absorption

I, stcn,,:ýc industry and (iovernment ef'forts have been con- material, these aircraft can be retrofitted to mett current FAR

diicled oser the past decade to reduce aircraft noise at the 36 noise requirements. The technology developed under the
source. Some of the current noise abatement technique% that C5A program is compatible with current commercial noise
c.an be applied to reduce aircraft/engine noise include: constraints. The high bypass technology reduced the jet noise
a) Ness cuiieter engine designs with components and engine floor of the propulsion system and allowed the industry to
.c�l, ,selected for lower noise; b) Acoustically treated concentrate on developing effective means to reduce fan inlet
iacelles and du.'ts,; c) Vehicle aerodynamics to allow for noise, By employing these noise reduction f-atures in certain
steeper atscent and descent, and reduction in time required for classes of future military aircraft, commercial compatibility
ascent, decent: di In-flight suppresors to reduce jet noise. %i'h current and proposed FAA noise regulations calt be

flowcer, because the performance, weight, and cost assured.
penaltics irivolsed, most military aircraft an'! engines do not Predicted noise characteristics for the Boeing version oi
include source noise reduction technology. Figures 4 and 5 USAU's Advanced Medium STOL Transport are shown. The
boss a comparisoti of the noise levels from selected military General Electric CF6 engines powering this aircraft are iden-

aiicraft %sill, tire lesels allowed by current Federal Aviation tical to those used by the McDonnell Douglas DCIO wide
Regulation, Pt..36 for subsonic commercial aircraft. bodied commercial transport. Many desirable noise reductionI lie klata plotted in these figure,,, were taken from a variety characteristics are incorporated into the propulsion system. In

of somcc,,. Noise leel, for the 1`100. F4, KCI35, B52, ('5A, addition, the aircraft employs advanced vehicle aerodynamic
I •1•M, and the ( 141 were based on actual measurements techniques to allow for steeper ascent and descent. Therefore,

konducted by the 6.370th Aerospace Medical Research Lab. the noise levels of the basic military configuration are suf-
(')9 and I 41A 1C•,l, were based on published FAA data on ficiently low to insure that commercial versions of the a. -
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ti'k. 7 (Cnmmercial compalfb lI: till militamy tranliport aircraft with L alll
rcspritipt current and proposued FAA noise reffutailons--approech. i[tl ittIA IMA

Fig. 9 (omporehinr~se procedure lto alosels nolsr/perlormiance ciml

ci alt, emiployinig advanced acouistic treatment, % sill meet Itds
Iu'ure I- AA noise regulations.

the seconid examir1k, is a prultininarN design tour engine at wside sarietli of' noise control activities, F igure 8 shows the
milttarN iransport /tanker. -1hle aircraft employ's advanced ltir- %it rict ore oft the Depart ment of I ef'cise's research progr am I0)
binc eingines in the 20,WK)( lb thrust class incorporating %ccond reduce propulsion system noise.
generauit iont ooi se redutc tion featuLires based oil ad va nced quiet 'Th tilmpact 01. 501urce ioi se red ucnon t ec hnitques on system

egn cmlf dvlpetprogias .iikInorporation l o efri c utbecrtolenguteornnc iccnioog bevccarefully and comnprellentiislv assesst~d
noisW reduction technology earls iii the des elopmeuit tiice (if before anN o tt Ilicse techniquesc canl be applied to mnilit ary air-
thie enlgine and aircraft system lilsurcs that stringent 4cimn- c~raft. jIo achiese tuaximuni ntoise redmction for minimiumi
nier,,ial iioisc regulation,, 4)1 the future ctii be melt tiy Ui~il peiialltv. per formuance, noise'cost tIradlu stutdies must he ~onl
kitier usii ucol ti airlraft. ductud early in hle dev'elopmnt ti of each new aircraft and

enlgine '5N stunt. TheseN si udlies, Coupled ws it h1 expel:ctd
C'urrent Research and D~evelopment tccl oloig% ifs mcs, %% ill aid intlIhe pi teliuc. I application ti'

I tie Arms. Nas s and Air l-orce are ~otiduct.tlg a numlber noise contiol techniqluoit, tti uluire iiilitaiv airiiiti. I iv'urv 1)

I arcaf noseculro rserch-n d~clpm:n prgrm m Idicates the coniplesiytit'o a tpclnoise, e oilak'ecost
At ill offorts, einphasi/e heticopter noi~e generation. d l cdlC

jlopaijgal i411, a rid reduOct ion. The Na s v is concent rating on thle I'echniology Implementation
dleselopmnlit oft nies ground runup suppression techniques h ntain(t onr~c~~ ecthporm t
and assessinenits (if the norie ens iroilmenis tif' aircraft h iitaon fcltprhlsereach rornso
carrterr. I flue moo emtensive rcsearcfl and des elopment efforts des clot' noise reduction techfltiques is realls only.ý filst step.

'A Oin fltic t flu ~ nn o Ciiileitf I )e Itise tol control ai rcraftt noise are I lie t c 11itot og v des et oped tinder, t he-s pr ogit ains 'ii ust be inl-

being conducted bs the Air Ilorce. Ithese efforts include the Lcorp.'rated into the hardware ;fiascs ofl the inilitaiv e ngiine

area,, ol lko and psycho acoustics, propulsion, and aircraft des elopmunt cycle. l-igure 1() showss a typical aircralft tilgitle

acoustics, and aircraft noise mleasuremlent, Specific details dslpieicceIrmbscrsac oIia rdcin
concur itog thle D~efense lDepartnneni's auircraft noise research Ms ltemltrssuc os eutolefti a
pfoigi dill are presented in Refs. 11-13. Much of' the beenl limited ito basic and eilp'oratorN research. Scsirc funding
tc~ltnolog)s developed uinder these programs is applicable to tutu tat oils has e for the mosi part pres ented the inicorporation

the solution oft both rnillitars' and cis0 ni~ie problems. o os oto uhiogy nIo theC hardilaru phases, ol thre

* hiere fore. tile D e part menti of' 'D)efense is conduct i ig severa~ rrl tnlniar en gine developimenti cycle. The tranisiiiott fion itfile

iioi~e research efforts joint]\ with other agencies of the research ito the deliclormeiii phases, must be itade to iosure
I eder at (ios eminent ittcludinig ;he Depart mernt of Tran- thfat as aila~'il source noise reduction tecctnology is pi operl\
sportat 111 (W[) I), the Nat on~il Aeronautiics, and Space Adl- iimpllemenlted. This problemn emphasied thte need for a

illinkitratloil (NASA), and the l-ius iotrmerital Protection dcfinitisc D epariment of D~efense poltcy oil source, nokis
gVenicy 0-11A). hiue ioint proeriairs iielude at DOT1 1SAl ahatenlirnt for military aircraft.

Pr olltarn to iii u tiga t etflu It ilda itteli .1 ninecianis m sof super -
sonric let eshaust noiose. a NASA 'Arw. cooperative effort to Recoimmended %amiw (mal% 1-ir Motilfario Aircraft

st td\ Itlickopter noise: generat ion chtairacicrisi ics. and anl Recently. the lDepartmemt ,if Defense coiidticed an ulitra-
I PA U SAl, program to provide technical gtirdarice relatise tol ai,iricn study. on environmental quality. One ofi the Illator oh-
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- -- ~>craft." Thec modified fcgulation states that where military
requirements permit, transport aircraft must be designed to

-~ comply with civil airworthiness standards including the FAA
- ~~A~'iilitZLi -noise standard.

Summary

1ý0 il It is clear that the impact of noise from military aircraft
I jt.N5 lot operations can be significanitly reduced by a comprehensive

noise abatement program involving compatible land use in the
vicinity of military airports, operational constraints arnd

-4 procedures, and source noise reduction. In the area of cam-
pattble land use, good community relations provide the key to

"'~ "~"~ ~"~' "u"'success. The military services must work closely with local
vim, I0 Representative aircraft enminer development cycle. governments and community groups to provide protection tor

military nlight operations within a framework of land use
which the cities can afford. Operational constraints and

Table I 4C~I Miiayarrf owe'l procedures can be employed. However, specific research
Siaeg' tciclaircraft prgasare required to develop realistic constraints and

it)vinonl ircaf: Rl)onlan ue vaning oeraioalcon- procedures and to evaluate their effect on mission per-
straltits proo.'duices, ground ruinup suppression fornwnme and safety. Finally, source noise reduction is
I- unture aircraft feasible ior certain classes of military aircraft that operate in

trads erlyin he eveop- the civilian as well as the military domain. The techniques
tondtet uis/Per~)rmncei~iltexist atid have been demonstrated on operational commercial

in1i each system icatsc sth Cni'4 n n ehooyporm
2)Implement nrise reduction techniques illil if tho> do not inhibit aicftshasheD10nd47ndntehloypgrm

the tniiiarý miissioni such as the JT3D and JT8I) atid retrofit programs conducted
Ii Ui-li/,e land use planning, operational constraint%/procedures. hy tile FAA. The cost of such techniques, however, is

and ground runup suppression relatively large. High performance aircraft (fighters, born-
Iraniptsir oilher selected aircraft hers, tactical helicopters, etc.), whose mission requirements
ope iational aircraft are demanding. would incur significant penalties if they were

I I ( ondact .ouxeý noise rcdutiu-oi ciliitimulo iinipact swicN' subjected to currenit noise suppression techniques. Therefore,
2) Conduct ntii s retrofitj pertloriia ncecos tiadc' the Department of Defense is continuing to search for
1) Where feasible. rcliolit Ili miect AR 36 based (in itadeoff techniques that can be applied to hight performance aircraft

an taiiclnducpaiiii js .iiid rrsriis'rcdrs without adversely affecting their mi!.sion capabilities.
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AD PAOO23
A NOTE ON ADAPTIVE WIND TLNNELS WITH IMPERFECT CCNTROL

by

William R. Sears

Aerospace and Mechanical Engineering Department
University of Arizona

Tucson, Arizona

-An earlier study of the convergence of the adaptive-wall wind-tunnel

schene for a sinusoidal mordel in a two-dimensional tunnel is extended to

the case where ideal matching at the interface cannot be achieved. It is

assumed that, in place of the desired sinusoidal correction, a correction

including an extraneous hacironic always occurs. Two different assumptions

are made regarding the fitting of this distorted sinusoid to the observed

error signal. It is found that the iteration converges for the same

range of relaxation constants as for the ideal case, but that unconfined

flow is not achieved. For reasonable numerical values, the iteration

nevertheless appears to nmke substantial improvement in a flow involving

boundary interference.

I

Manuscript received March 1979. This research was sponsored by AFOSR under
Grant 76-2954E.
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Notations

a coefficient in Equation 17 and Table I

Ana n coefficients defined in Equation 2, at n-th
interation

2 Xh
an anea' 

(An)

A the column matrix (an

b coefficient in Equation 17 and Table I

t3no bn coefficients defined in Equation 2, at n-th
iteration

coefficients defined in Equation 7, at n-th
n n iteration

f(x),f (x) wall-correction functions (Equation 1)

h value of y at the tunnel interference

[ the unit matrix

k relaxation coefficient" used in the iteration

K the value, at the n-th iteration, of the
constant in Equation 1

K modal matrix formed by the eigenvectors of M

I- inverse of I(

' £2 eigenvalues of M

L diagonal matrix )
14 the matrix X b

n the number of iteration

V stream speed

w1 (i),w 2 (2 i-th modal coefficients (Equation 33)
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2 2½Prandtl-Glauert factor (1-V /a.), where ais the speed of sound

S(n) u(x,h) the difference between n) (x,h) and p(n) (x h)(Equation 9) x '

AA na nAB n,A increments of An, an, Bn and 0 introduced

at the n-th iteration

C model amplitude Equation 3. cA < < 1

Smodel wave number; model wave length = 2'n/

i coefficient of the extraneous harmonic (Equation 1)

(Pn) (x,y) perturbation potential of flow in wind tunnel
at n-th iteration

0(n) (x,y) perturbation potential of the (calculated) flow
field outside the tunnel at n-th iteration
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Introduction

The concept of the adaptive-wall wind tunnel has been

presented in a number of papers. 1 ' 2 ' 3 Briefly, the proposal

is to match, by successive iterations, the flow field within

a wind tunnel in the presence of an arbitrary model and test

configuration, to a computed exterior flow field that

satisfies the required far-field boundary conditions.

Some studies of the convergence of this iterative

process have been carried out. The most convincing of these

3
studies are done by numerical simulation of the whole process.

There are also purely analytical studies, which are limited

to rather simple classes of models and tunnels. 4 ' 5 All of

these studies, to date, assume ideal control conditions

at the interface between interior and exterior reginns. That

is to say, at any n-th iteration, when an error function, say

6n u(x), has been found, the operator is able to introduce

a corresponding change, say k6(n)u(x), into the flow field

at the interface. But in a real tunnel, such a correction

function can only be achieved imperfectly because of noiizero

size of control elements, finite number of control elements,

limited number of instrument readings, etc.

We anticipate that these imperfections may have deleterious

effects on the process of convergence to unconfined-flow

conditions. This could (and should) be studied by numerical

simulation. It is also interesting to restudy, analytically,
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the simple cases previous'y studied by Lo and Kraft 4 and

by Sears.5 We consider first the simplest, which is the

sinusoidal model in a two-dimensional tunnel. In the

earlier studies it was assumed that a perfect sinusoidal

correction k6(n)u(x) could be introduced, and convergence

was found over a range of the "relaxation constant" k.

We now want to assume, instead, that cnly a distorted

sinusoid can be introduced at the irterface.

Effect of an Extraneous -armonic

Suppose, for example, that when a sinusoidal correction

proportional to si Ax is called for, where x is the streamwise

coordinate, the response can be at best a periodic function

of the correct wave-length but distorted by an extraneous

higher harmonic, described by

f(x) = constant X (sin Ax + w sin 3Xx) (1)

where p is a constant not under control of the operator,

but determined by the design of the tunnel.

As in our earlier analytic studies, we assume that

the flow is adequately described by the linear, Prandtl-Glauert

approximation. At the n-th iteration, then, the flow field

will involve both the fundamental (Ax) and the harmonic

(3Xx): the perturbation potential will be of the form*

(n (xy) = (An e1y+Bne-"AY)coslx + (a ne 3 AY+b ne-3 cos3Xx (2)

The boundary condition enforced by the sinusoidal

model is

P (x,o) = VWcos~x (3)

See Table of Notation
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which requi res

-]
An Bn + E 0V (4)
nnn

an =b (5)n n

At th,: J, erface y = h, the flow described by Equation 2

involves the perturbation component

(n)
4y (x,h) = (Ane 6h- B e- Xh) Xcoslx

y n n

+ a (e 3 •h e- 3 Ah)36Acos3Xx (6)n

The iterati'on begins by adopting this expression as

inner boundary condition ,or the exterior flow field; viz.,

(n) -ýy 3X
( (x,y) = Cn e - cosXx + c e cos3Xx (7)

_ B --(h
becomes -(Ane )h B e - coslx

3BAh -3ý?h -(3y- (y-h)
a (e e )e cos3Xx (8)n

The "error sinai n)(y,h) - 4 (n)(x,h) is then found to beTh ero sgal x x

(n)(n) (n)6nu(x,h) (xh) - (xh)

S2XA e sinXx + 6Xa en3 hin3Xx '9)
n n

We assume that the tunnel operator would like to introduce

a correction proporticnal to this 6(n)u(x,h), blit is limited

to functions of the form of f(x), Equation 1, where I is

determined by the equipment and is not under his cu;ntrol.

We must also assume how he will choose th constant in

Equation 1 in response to the error signal (9).
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Two Assumptions Regarding Fitting

Let us investigate the convergence process under two

different, rather arbitrarily chosen assumptions:

(a) "Single-Point" Fitting: Suppose there is only one

measuring instrumenL in a half-cy;ie. The operator is then

constrained to respond only to the 7alue of 6 (n)u(x) at the

value of x. For example, suppose the value at Xx = 7/2 is

the only datum available. From Equation 9,

u u(7/2X,h) = 2XA e~Ah - 6Xa e 3 •Xh (10)
n n

Putting the available correction f (n/2X) equal to this

value, we have

(i-p)Kn 2X (Ane~3 h 'ae,3%h (11)
n n n

and

(n) 2X JXIL 223Ah
f (x) = e (An - 3 ane )(sinlx + i sin3Xx) (12)

We therefore manipulate the walls so as to introduce

the u-increment kf(n) (x) to form the (n+l)th approxinLdtion.

(b) "Mean-Square" Fitting: Alternatively, suppose the

wall configuration can be adjusted so es to minimize the

difference between the ideal correction, Equation 9, and the

available correction, Equation 1. This difference is

(n)(neh -
u(x,h) - fn) (x) = (2XAen e K) sin~x

r
+ (6Xa e h- in)sin3Xx (13)

n n

To minimize this in the mear-square sense, we first

cal.culate the square of expression (13) and integrate it

over a half-cycle; the result is, except for a multiplicative

zonstant,
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(23AnnXh _ Kn)2 + (6Aane3hXh - pKn)2 (14)

Putting the derivative of this expressinn with respect to Kn

equal to zero, we find

26Xh
K A + 3a en _ n n ____(15)

2Ae ýh 1+1Ai

and

(n) ( 2A eah 2X8h
f (xW e (A + 3a e 1)2 n nl+W

•(sin)x + p sin3XX) (16)

In this case we manipulate the walls so as to introduce

a u-increment equal to k times this function, to form the

(n+l)th approximation.

Both of the hypotheses regarding fitting of the imperfect

•orrection function have led to formulas of the form*

(n 6Xh + ae36Ah
kf(n) (x) = (aAne + ba e3 )(sinXx + P sin3Xx) (17)

The iterative process consists in introducing this perturba-

tion at the interface, y = h; this contributes to the flow

field a potential increment

At (x,y) = (AAn e h + AB ne -Y)cos\x

+ (Aa e 3Ay -e- Ab e -3BY)cos3Xx (18)n n

The boundary condition at the model, Equation 3, cannot

be perturbed, and therefore requires

AA = AB and Aa = Ab (19)
n n n n

*Values of a and b for the two fitting-assumptions appear
in Table I, following
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Equation 17 constitutes the boundary condition at y

h, and gives us
ý,\h 3ýXh

aA e + ba e

n P) h eTXhybthH
(xy) w h(eh + eas q ib t

andh
aA e + ba e

=+ n n n
A3 3-Xh -31Ah (21)e + e

The perturbed flow field is described by the potential

nnl n

Con(x,y), which has the same form as Equation 2, but with

Ane Ba, ae n bn replaced by

n~~ n

A = + AA
An+1 An n

Bn+ B + AB =B + AA
n1 n n n n (2

An+1 + AA A V

a n+l b =~ a n +an

Convergence

Combining Equations 20-22, we have two simultaneous

linear equations for A n+ 1 and a n+1 in termis of A n and an.

Before working out the convergence of these simple recurrence

forimulas, we propose to simplify them by observing that for

cases o. practical interest KXh is probably large enough so

that the negative exponentials in 20 and 21 can be neglected;

vi..., ýXh is v times the ratio of 6h to the half-wave-

length. Since the half-wave-lergth might be identified with

"the model's chord length" and h is the tunnel half-height,

it appears that ýý\h should be 1.0 or greater, for practical

interest. If so, e- is small compared to eh, and e-
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3ýXh
even smaller compared to e We therefore neglect these

smaller terms and then find it convenient to define a new

coefficient

a a e -•oh (23)n n

The recurrence formulas 20-22 then become

A nl (1 X"A n ba,
n+l = ' n T n

an+1 = An + (1 - ~)an 24

In matrix notation,

A•4 A (25)
n+l n A

where An denotes a') and i denotes
na

the square matrix i -1- a b

Equation 25 can also be written as

=t4 2 I• _ • 3 iA
•n+l = n-i n-2 ..

= • 4n•1 (26)

The iterative procedure consists of starting with a

wall configuration that produces a flow described by /A and

proceeding to A 21, A 3, etc. If the process converges, we

arrive at a flow described by A (n -, a). This limit can be
n

studied by applying mdtrix theory' to our little matrix IM.

We first find the eigen values of i, viz., the roots

of

+a b

+-0 (27)pa p b
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These are easily found to be

1Z, 1 (- + , ) (28)~ 2

so that the diagonal matrix of eigen values, say L, is

( = a( b )) (29)

Convergence requires LI < 1; viz.,

a a + ) 3 X ( 3 0 )

This criterion is evaluated for our two fitting-assumptions

in Table I.

Table I: Con eraenc Criteria

Fitting a b a + p Convergence
As sumption Criterion

(a) Single-point 2kX -6kX 2k 0 < k < 1

(b) Mean-square 2k 6WkX 2k 0 ' k < 1
2 2

We see that, for both kinds of fitting, the criterion

for convergence of the iteration is the same as was found5

for ideal wall-control, provided that the approximation e-h

<< e lh is made.

The Flow Field After Convergence

It is now interesting to determine what flow pattern is

obtained in the limit. Is unconfined flow achieved in spite

of imperfect wall-control?
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The final flow is described by Equation 26 with n -.

We require, therefore, the matrix IMn in this limit. An

expression for In is given in matrix theory:

n m 1- (31)

where IL is the diagonal matrix of 14's eigenvalues (Equation 29),

and [( is the modal matrix formed by the eigenvectors, viz.,

the modes w1 /w 2 of the equation

(Z. [ - IM)w = 0 (32)

In our problem, taking ki' £2 from Equations 28 and 32 is

a w i) + b w(l) = 0 jb (2) b (2) =0
A 1 2 -3-0 w1 + 7 w2

and (33)
pa 1) + wb pi) 0a w(2) a (2)
3T w + (1) - 0 S -T w2 =0

so that

JK = Cb/a 3) and K = .. (I+ (-)-b (34)

The limiting value of Lm as m ÷ •, provided that criterion

(30) is satisfied, is clearly

Lm 0 0as m - uo (35)

The limiting value of A as n ca can now be calculated
n+1a

from Equations 26, 31, 34 and 35; it is

b i

• R(I1 K l A 1i(i a (1 + L-l i13-a

where A1 describes the initial flow situation before the

iteration is beg'.n. Thus, A,. and the final flow depend on

the initial flow; this is inevitable, since the amount of
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the extraneous harmonic introduced must depend on how far

the initial flow differs from unconfined flow.*

Let us now apply this result, Equation 36, to the two

assumed fitting-assumptions. The results are given in Table

II.

Table II: Final Flow

Fitting
Assumption

(a) Single-point - A]+3a3 1__ ,
1-1-p

(b) Mean-square wi-3 31aj -PAl+a'
2 2

Since A is a measure of the residual error in the flow

after convergence, it seems clear that for any given 1u1 < 1,

mean-square fitting leads to a better approximation than

single-point fitting at the midpoint of the half-cycle.

Numerical Example

In spite of the fact that the .nfinite sinusoidal case

is an academic one, we think that a numerical example,

albeit based on parameters chosen very arbitrarily, may have

qualitative value in clarifying the effects of imperfect

matching. For this purpose, let us choose the bettcr of the

two fitting-assumptions,viz., (b) above. Let us choose

It might be pointed out that A 2 is identical with A. if k = 1/2.

This is called "one-step iteration" by Lo and Kraft. 4
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1/4, which means that the tunnel walls can only reproduce

a sine curve as a sort of square-wave.

Finally, as has already been pointed out, we have to

select some initial conditions. It seems reasonable to say

that the uncorrected wall configuration involves no third-

harmonic component at all, viz., ai = 0; that is, the extraneous

harmonic component is only brought into the flow by activation

of the imperfect wall-control system.

Thus, our numerical example becomes the following:

Initial flow: A1 1 0, B= 1-V + Al = 0

Wall control: p = 1/4, mean-square titting

According to Table II, the converged flow is then

described by
•2A

Am = 0.059 A
L+A1 (37)

A
a' = 1 -0.078 A1-+k2

In Figure 1 are plotted curves of 6( 1 )u(x,h) and 6)u(x,h),

viz., the initial and ultimate error signals, Equation 9, in

this example. These functions are normalized in Figure 1 by

dividing by 2Xe lhAll i.e.,

(n An a
u(xh) sin-x + ()

- 3--•n+ sin3Xx (38)
2Ae Xh A AA1

For n = 1, an' is zero (see above); for n A n, and a'n are
Fonno nBh~~5K n

taken from Equations 37. The correction f(1)/2Xe Xh Al1i

a plotted. (The function f( )/ 2 Xe AhA reacheG a maximum

value of 0.0004 and cannot be shown on the scale of Figure 1).
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The question arises: How large are the errors in flow

at the model under these conditions, before and after correction?
(n) ( )i lte

To cast some light on this, the error in (n (x,0) is plotted

in Figure 2. Since the unconfined-flow value is X5-1c V sin Xx,

the error at the n-th iteration is

-2A X sin Ax - 6a X sin 3Xx (39)n n

To plot Figure 2, the conditions of our numerical

example, above, have been chosen, and in addition, since the

tunnel/model dimension ratio must be specified to evaluate

a., it has been assumed that Fýh 1. Thus, a = a'e

-0.078 X 0.1353 A1  = -0.01055 A 1.

in this example, since a1 has been assumed to be zero--

i.e., no extraneous harmonic in the uncorrected flow--the

error at the model before correction is proportional to A1 .

(With a solid wall at y = h, A1  L-I VeL.h1353 EN

in this example.) After iteration, the maximum error in (x(x,0)

is reduced by a factor of 0.1813/2 = 0.09.

Conclusions

This preliminary, simplified investigation of the

effects of imperfect wall control in an adaptable-wall wind

tunnel suggests that (a) the iterative process can still

converge, but (b) to an imperfect approximation to unconfined

flow in which (c) the flow errors at the model may be substan-

tially smaller than before iteration.
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AD PO0032 4
THE NUMLRICAL SOLUTION OF PRESSURE

OSCILIATIONS IN AN OPEN CAVITY

_------ 7by
W. L. Hankey and J. S. Shang

Air Force Flight Dynamics Laboratory
Wright-Patterson AFB, Ohio

Open cavities on aircraft exposed to high speed flow, such as bomb

bays can give rise to intense self-induced pressure oscillations. The

amplitude of these oscillations, under certain flight conditions, can

cause structural damage. Substantial experimental and analytical efforts

have investigated these pressure fluctuations, resulting in some under-

standing of the coplex interaction of the external shear layer and

cavity acoustical disturbances. However, no numerical computations have

aeen obtained for the complete governing fluid mechanical equations. The

purpose of this study is to obtain numerical solutions of the Navier-Stokes

equations for an open cavity in order to provide a new tool for the analysis

of this phenomenon.

Manuscript Received June 1979. This work performed under AFFDL Work Unit No.
2306N603.
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NOMENCLATURE

a = speed of sound

A coefficient in pressure perturbation equation

c = complex propagation speed

Co specific heat at constant pressure

D cavity depth

e = specific internal energy

E, F * vector fluxes

f - frequency of wave

k n c /U propagation velocity ratio

L W cavity length

m W mode number

M = Mach number

n W node number

p =pressure

S= heat transfer rate

R - gas constant

Re = Reynolds number

t " time

temperature

u, v - velocity components in Cartesian frame

U - vector of dependent variables

x, y - Cartesian coordinates

a • 2wS/X dimensionless wave number

y - ratio of specific heats

6 -= shear layer thickness
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S- wave length

P viscosity (molecular and eddy)

P W density

0 W normal stress

T - viscous shear stress

amplitude of perturvation velocity

S= 2fff frequency

Subscripts

OD freestream condition

o stagnaticn condition

w fwall condition

r - real part

i - imaginary part

1 forward traveling wave

2 - rearward traveling wave

Superscripts

= instantaneuos perturbation variable

- •vector
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I. Background

As early as 1955, Krishnamurty1 investigated flow induced pressure

oscillations in open cavities. Other investigators 2 ' 3 ' 4 ' 5 ' 6 ' 7 ' 8 ' 9 have

conducted extensive research in an attempt to understand the physical

mechanisms. Heller and Bliss3 used a water table to simulate supersonic

airflow over open cavities. They found that the inherently unstable

shear layer fluctuates, causing periodic mass addition and expulsion from

the cavity (Figure 1). When the rear reattachment point of the shear

layer enters the cavity, a stagnation point is created; thus increasing

the local cavity pressure. This mass addition creates a traveling pres-

sure wave (as in a shock tube), which moves forward in the cavity (at

supersonic speed relative to free stream), trailing an oblique shock in

the free stream. Wien the traveling shock wave reflects from the forward

bulkhead, a pressure dcubiir.g occurs in the cavity while disturbances in

the external flow are not reflecteu, and thus a pressure jump across the

shear layer deflects the shear layer. The reflected traveling shock wave

in the cavity is now moving at subsonic speed relative to the free streaL,

hence, generates no oblique shock wave in the free stream. As the cavity

traveling shock wave approaches the rear bulkhead, the shear layer bulges

outward, and rass is ejected out of the cavity. The entire process then

repeats itself in a periodic fashion.

Thus, sufficient experience from such extensive measurements exists

so that a qualitative description of the flow process can be obtained.

Ho':ever, a quantitative prediction method does not exist which is the

motivation for the present investigation.
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To study self-induced pressure oscillations in an open cavity, an

analytic study was first accomplished, followed by a numerical comptita-

tion of the Navier-Stokes equations and a comparison with previous expeari-

mental investigations.

II. Analytical Study

Consider a system of traveling waves which produce the wave-diagraimz

(x,t) shown in Figure 2. A resonant situation arises when a forcing

fiunction excites the shear layer in the frequency range where amplifica-

tion is possible. The disturbances will grow until a limit cycle is

reached due to viscous dissipation. A standing wave exists in the cavity

when both the upstream and downstream traveling waves are synchronized.

This wave pattern of Figure 2 may be approximated by considering forward

and rearward traveling pressure waves of equal intensity but different

propagation velocities and wave numbers.

p' - Ae 1 + Ae 2  -x 
(1)

The frequency of the pressure pulse can be determined directly from the

wave diagram.

m . + (2)
f c1  c 2

where m is the number of waves or mode number.

From observation of cavity oscillations the rearward traveling wave

(a2) is known to be an acoustical disturbance traveling at the speed of

sound in the cavity.

c2 - +
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The progagation speed of the forward traveling wave has been obser:ed to

6
be about half of the free stream value

C.

-- : k - 1/2 (4)
U.

The frequency can be evaulated by using these results.

mu0
f = Rossiter's Formula (Ref 4) (5)

L(M + k-

This equation have been used successfully for determining cavity resonant

frequencies but no satisfactory prediction method has been available for

determining the disturbance intensity of the different modes.

The mode shape of these standing waves can alsc be deduced from Lhe

preceding equations. For a standing wave to occur both waves must possess

the same frequency.

W a c IM a 2 c2  2Trf (6)

Combining this result with equation 2 produces the following relationship:
2Trm

a + a ' (7)

The mode shiape may be obtained by utilizing this information in the pres-

sure equation (equation 1) and computing the rms value of pressure over a

complete cycle.
Prms - A(l + cos (OI +2

Prms "A cos!!i-5] (8)

These patterns have been documented in Ref 3. Nodes will occur when

L7- - n-; n - odd
L21
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Mode m Nodes n

1 3 5

1 1/2 .. .-

2 1/4 3/4 ---

3 1/6 3/6 5/6

Table I Node Lor.ation for Various Modes

III. Stability Analysis

A necessary condition for resonance is that one of the waves must be

unstable for the oscillation to persist, otherwise the disturbance will

dissipate after an initi1al transient. Mathematically this means that the

wave speed is complex, i.e., c - cr + ici with ci > 0 unstable. The

stability of the shear layer will now be examined.

10Rayleigh , in 1880, showed for inviscid incompressible flow that

velocity profiles with inflection points are unstable. Recently, Michalke1 I

confirmed that a shear layer is unstable but only at low, frequencies

(A/6 > 2w or f64T/U• < 1). It was felt that more information about the

stability of a compressible shear layer was needed, therefore, a linear

stabilLcy analysis was undertaken1. The governing Euler equations were

linearized by assuming small perturbations cau3ed by small amplitude

traveling waves. The resulting stability equation first derived by Lees

and Lin, reduces to the Rayleigh equation for incompressible flow.

2 -1-1 2a [g-(u-c) -g- U ] -a 2(U -c) (9)
y y y
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where

v O ¢(y)ei•(x - ct) (10)

g a -( - c)2  ()

12
The eigenvalues of this Rayleigh equation were then computed for

a shear layer with a hyperbolic tangent velociLy profile.

U _ 0.5 (1 + tanh (12)u.

The propagation velocity (cr) of the disturbances is shown in Figure 3.
ri

r (13)

6This is the k value determined experimentally by Rossiter and found to

be in excellent agreement with his results.

.5 < k < .6

The amplification factors (cI > 0) were found to be a function of wave

number (a) and Mach number (Figure 4). Instability was observed only for

wave numbers less than unity. This implies short cavities (L < 2n6) will

not resonate. Note the Rayleigh instability vanishes above M - 2.5. This

result confirms previous experimental and numerical results that separated

flows are more stable at supersonic speeds than at subsonic.

It is possible to predict the relative intensity of the different

modes occurring in an open cavity. Consider a cavity of L • 91.44 cm and

= 0.85, U. = 286.5 mps

Hence,
C

r
S- =k - .52 (from Fig 3)

M - 0.79

f - 115 (Hz) Rossiter's Eqn.
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These different mode frequencies are plotted in Figure 5 using

results of Ref 12, and the second mode is observed to hhve the greatest

amplification while modes four and above are found to be stable. A

spectral analysis of a wind tunnel test (Ref 14) for an open cavity at

these same conditions is also shown in Figure 5. Observe that only the

first four modes are dominant and the relative amplitudes of these four

modes are consistent with the analytic amplification factors.

The intensity of the pressure fluctuation will be proportional to

the following:

ps (M) - q(e - 1) (14)

aci
Selecting the peak value of e for each Mach number and multiplying by

q/P 0 (M) the relative intensity as a function of Mach number may be deduced

(Fig 6). The peak pressure value occurring in a series of wind tunnel

tests at different Mach numbers can be expected to occur near Mach one.

This is confirmed in Reference 3 and 14.

IV. Summary of Analytic Results

The analytic results based primarily upon stability theory provide

us with the following conclusions.

a. Shear layers (with inflection points in the velocity profile)

are unstable but only for low frequencies; f6/U. < I/4O

b. Short cavities (L < 2n6) will not resonate.

c. No Rayleigh instability occurs dbove Mact, number 2.5.

d. Peak amplification occurs at about h3lf the cut-off frequency

creating a situation where modes other than the fundamental can dominate.
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e. Maximum pressure intensity of a shear layer oscillation will

occur near Mach I (in a wind tunnel, with constant p).

Linear stability theory is therefore useful in explainIng the cause

of the resonance and in estimating the relative intensity of the various

modes including the influence of Mach number. However, the full non-

linear equations are required to determine the absolute level of the pres-

sure intensity. For that reason the numerical solution of the unsteady

Navier-Stokes equations will be considered next.

V. Numerical Computation

With the completion of the simplified analytic approach (ie, inviscid,

linear stability theory) a numerical solution of the exact equations was

attempted to further improve the prediction capability. The analysis

served to identify the primary mechanism involved in the oscillation and

greatly assisted in the determination of the grid point distribution and

step sizes requ.eed to resolve the flow features.

A case to compute was selected for which experimental data were

available. The test conditions of Heller and Bliss were selected to

compare the numerical computations (Figure 7).

M - 1.5 L - 91.44 cm

L/D - 2.25 D - 40.64 cm
6

Re - 1.28 x 10 /m 8 - 2.54 cm

The width of the cavity was 22.86 cm and found not to be a major

factor in the overall phenomenon. For this reason, a two-dimensional

computation appeared to be Justified for the initial studies.
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VI. Governing Equations

The time dependent explicit finite difference method originated by

15R. MacCormack was aelected to perform the numerical calculations. The
two-dimensional Navier-Stokes equations follow:

aU + E + L 1+ • + -o (15)
at ax ay

U- Pu ; E u-
pv xxP~v uv -T

pe XY
pue -axx u- VT q

xy x

(16)

Pv
F puV - T

2 - y

p v yy
Pve -vayy -UT xy -qy 1

where

xx -- p - 2/31V• u+ 21 u

)J iI(u +v)
xy y x

ayy = -p - 2/3pV *u + 2PUy

The turbulent closure of the present problem was achieved by implement-

ing the Cebeci-Smith eddy viscosity model with relaxation modification16

The relaxation turbulence model was used in an attempt to describe the

adjustment of the turbulence structuire from an attached boundary layer to

an oscillatory free shear layer. The relaxation length scale was assigned

a value of 55 boundary layer thicknesses. Since there is no guidance to
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assess the accuracy of the turbulence model relative to low frequency

fluctuations, a parametric study seemed to be necessary. In the present

analysis, several consecutive calculations with suppressed eddy viscosity

were performed and the numerical results exhibited only a minor departure

from the basic solution. Hence, the present eddy viscosity model was felt

to be adequate. The computer program previously used by Shang16,17 was

i'odified to include the appropriate boundary conditions for this problem.

VII. Boundary Conditions

Four faces require attention in the specification of boundary con-

ditions (Figure 7).

Wall and Cavity Surfaces:

On solid surfaces, the velocity components vanish, and the wall

temperature must be prescribed. In addition, the pressure is derived

from the respective compatibility conditions of the momentum equations.

u=O v 0 T -T
w 0

x-- [-2/3pV u + 2pu ] - [U((u + vax ax x ay y X (18)

S [-2/311V ui + 2Vpu] - • [v(Uy + V.)

Upstream Condition:

A supersonic free stream with a known boundary layer profile is given.
2

u - u (y) T =T - U
2C

p
(19)

v=O p p,
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Downstream Condition:

A mild boundary condition is prescribed to avoid major retlections

of disturbances.

au aT
rx 0 x 0

(20)
azv =0 •P=0

Upper Boundary:

A similar no-reflection condition is adopted.

Lu 0 T 0

(21)
ýv ap

Where t is the outgoing characteristics on the upper boundary of the

computational domain.

Initial Condition:

The upstream condition is imposed as thL initial condition for the

flow outside the cavity. Inside the cavity initially the flow is assumed

to be static.

u 0 v T TO p p, (22)

VIII. Numerical Procedure

MacCormack's 1 5 alternating-direction-explicit numerical schcme was

adopted for the present analysis. For this case pressure damping was

required due to the transient multi-vave structure uccurring in the flow
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field. The current philosophy in computational fluid dynamics is to

employ a body oriented coordinate s>stem which turns out to be Cartesian

in this case with non-uniform step size. For cases presented here, a

grid of 78 x 52 was used to represent a field size of 182.9 cm x 91.44 cm

ceclosing . 91.44 cm x 40.64 cm cavity (see Figure 7). In order to

achieve the desired temporal resolution, a time step corresponding to a

Courant number of 0.2 was used. All calculations were performed on a CDC

6600 computer. The data processing rate was 0.0017 sec per grid point

per time step. The central core memory required for the present problem

is 205K octal.

Although dispersion, dissipation and phase errors are not negligible

with the step sizes employed, previous numerical investigations of viscous

interaction problems 1 5 ' 1 6 using comparable step sizes have shown good

agreement (+5%) with experimental data for the most sienificant features

of the flow. In particular. periodic motions around a transonic airfoil

have been studLed by Levy1 8 with a basic MacCormack's scheme. His results

exhibited good agreement with experimental data not only in the pattern of

a simple wave train but also in the predicted reduced frequency. Therefore,

no additional modification other than a simple controlled spatial averaging

was used to correct the possible dispersion error for the compound wave

problem investigated.

IX. Discussion of Results

Ti..e dependent numerical computations of supersonic flow over an

open cavity were accomplished utilizing VacCormack's finite difference

explicit method. The entire velocity field over Lhe cavity is shown in
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Figure 8. Since the problem is strictly a time dependent phenomenon, only

a typical velocity distribution is presented here (t - 0.0062 sec) to

reveal the basic features. The most obvious feature is that the flow

field within the confined cavity is subsonic, except perhaps the region

adjacent to the cavity opening. The experimental investigation3 also

recorded the identical observation. The orderly development of the shear

layer above the cavity is also clearly exhibited. An attached turbulent

boundary layer upstream of the cavity separates at the forward bulkhead

to form a free shear layer over the cavity and finally reattaches down-

stream of the cavity. Due to the smaller magnitude of the velocity com-

ponents within the cavity, the velocity distribution could not be shown

with the same scale as that of the outer shear layer. A magnified

velocity profile in the cavity is presented in Figure 9. All velocity

disttibutions were drawn at a scale ten times greater than that in Figure

8. A reciiculation flow configuration is demonstrated with the center of

the recacculaItULo loCeaLcd near the upper corner of t1.: rear bulkhead. For

clarity cnly every fourth velocity point in the streamwise direction was

presente-d in both figures (Fig 8 and 9).

A quantitative comparison of the calculated mean velocity distribution

with experiment is presented in Figure 10. The calculated velocity pro-

file immediately upstream and downstream of the cavity compares very well

with the experimental measurements. The upstream velocity profile is

essentially independent of time as expected, and nearly duplicates the

data. The downstream velocity profile indicates that the reattached shear

layer thickens significantly over the cavity. The difference between data

and calculation is a mere seven percent. The computed velocity profile

downstream of the cavity exhibits an oscillatory behavior in the inner por-

tion of the boundary layer which is confirmed by the experimental obiervation.
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A comparison of the time-average surface pressure distribution in the

cavity was performed. In Figure 11, one observes that the computed mean

pressure, normalized by the free stagnation pressure, uniformly under pre-

dicts the experimental data 3by about 10 percent. The maximum deviation

between data and calculation occurs near the rear bulkhead were the pres-

sure difference accross the cavity opening and cavity floor also reaches

amaximum. Nevertheless, the calculated results indicate the identical

trend to that of the experiment

In Figure 12, a history of the static pressure at x/L =0.66 and

y/L = 0.960 is monitored (y/L - 0.960, x/L =0.33, 0.50 and 0.66). Per-

sistent oscillatory static pressures appeared within one characteristic

time, th The characteristic time is defined as the period of tine

required for a fluid particle to traverse the length of the cavity at

freestream speed. For the present problem tc has a value of 1.987 x 10-3

seconds. Since the pressure oscillation over the cavity is composed of

several frequencies of different amplitude, a compound wave system

develops. The present calculation was carried out only over a time span

of about nine characteristic times (t = 1.82 x 10- secs). This result is

compared with oscillogram data for the test results of Ref. 18 in Figure

12. In order to permit a qualitative comparison, computed results are

repeated for several cycles. One can detect certain similarity between

the data and the present result. In principle, the solid surface con-

straint and wave interference phenomenon of the present problem are

inherently nonlinear. Therefore, cautiorn must be exercised in discerning

the discrete frequencies between the fundamental modes of oscillation.

Other basic information such as the relative phase angle and the amplitude

of each distinctive wave requires further spectral analysis.
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A spectral analysis of this compound wavc probably is the only

reliable means for accurately obtaining mode frequency. However, this

Is impractical due to the large amount of computer time required to

obtain solutions for a sufficiently long duration. Hence, an analysis

was accomplished by assuming the waves to be commensurable The spectral

analysis reveals four distinctive discrete frequencies of 154 Hz, 308 Hz,

462 Hz, and 616 Hz recognized as the first, se tnd, third and fourth mode

respectively of the oscillatory pressure disturbance. The higher modes

of oscillation decay rapidly as one way observe in kigure 31 Good

agreement between the experimental measurement and present result is

observed. Both exhibit a dominate second mode of the pressure oscillation.

The level of pressure oscillation in db can he evaluated as

Prms
p(db) 20 log -- + 189

where , is the dynamic pressure (54 K pascal). The detected frequency

for the second mode (308) compares well with the experimental data (300 Hz)

6and Rossiter's prediction (328 Hz). The fluctuating pressure level

between the data and present result is within about ten percent.

The compound wave pattern is best illustrated in Figure 14. The

propagation of the wave train from the forward bulkhead is presented forK -3
a fixed time interval of 0.64 x 10 seconds. One observes the rearward

traveling propagation wave has an unmodulated amplitude until interacting

with reflected waves from the rear bulkhead. No repeatable wave front can

be identified downstream of %/L = 0.75. Two pieces of important informa-

tion have been decermlned from this graph, namely the rearward wave pro-

pagation speed and the amplitude of the pressure oscillation. The pre-

dicted wave speed has a value of 244.4 mps (or k - .53) and is in agreement
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with the predicted value from Figure 3. The amplitude oi the oscillating

pressure also agrees well with data, (+ 6.464 K pascal vs 7.182 K pascal;

or 170 db) with the discrepancy about 10%.

In Figure 15 the sequence of density contours from the numerical com-

putation is shuwn for a complete cycle of the periodic motion. The for-

ward and rearward moving wave system originated from the insnability of tile

free shear layer and the reflection at the rear bulkhead can be easily

recognized in the cavity. The generation and movement of the exte•'nal

shock wave system also can be recognized. These compare favorably with

the wave pattern shown in Figure 1 for the water table experiment.

X. Conclusiuns

The pressure oscillation for supersonic flow over an open cavity has

been predicted by numerically solving the unsteady Navier-Stokes equations.

Both the predicted frequency and magnitude of the unsteady pressure

fluctuations were qualitatively confirmed through experiment. However, a

sdectral analysis of a numericr! solution of longer duration is rcquired

for complete verificatiron. This Is r-he first time a complete viscous

solution of the pressure oscillat.ng cavity has been obtained and displays

the outstanding capability inherent in the numerical methods of today.
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NOMENCLATURE

d distance the model sting is off the tunnel centerline (in.)

h1 local heat transfer coefficient (Btu/ft 2-sec R)

L leeward side

M Mach number

p surface pressure (used in noudimensional ratio)

heat transfer rate (used in nondimensional ratio)

R Model nose or base radius (in.)

Re Reynolds number

Re Reynolds number based upon conditions at the edge of the
boundary layer and momentum thickness

Re transition Reynolds number based upon conditions at the edge
XT of the bcundary layer and surface distance from the sharp

tip or stagnation point to the location of transition

X or S surface distance (in.)

X swallowing distance (see Fig. 8) (in.)sw

X1, distance from the sh-irp tip or stagnation point to the onset
of transition (An exception is Fig. 1. Pate's predictions
are based upon the end of transition) (in.)

X'B or (XT)B distance to onset of transition on blunt configurations (in.)

XS or (XT)S distance to onset of transition on sharp configurations (in.)

W windward

qx angle of attack (degrees)

0 cone half angle (degrees)c

SUBSCRIPTS

B base or blunt

N nose

sTr model stagnation point

O free stream
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INTRODUCTION

Boundary layer transition is a problem that has plagued several gener-

ations of aerodynamicists. Although significant advances in stability theory

1 2and turbulence modeling have been made in recent years (e.g. Mack , Wilcox2),

the technology in this area has lagged far behind most other aerodynamic areas.

The development ol the theory has been slow because of the extreme complexity

of the problem and understanding through experimentation have been hampered

by the difficulty of conducting a "good" experiment. The wind tunnel, which

has been the major source of experimental aerodynamic data, has provided a

vast amount of transition data; yet the majority of these data have produced

empirical correlations which have not added a great deal to the general

understanding of transition phenomena. In recent years it has been generally

accepted that disturbances generated by the turbulent boundary layer on tile

nozzle wall of a supersonic or hypersonic wind tunnel can dominate wind tunnel

3
transition results (e.g. Pate ) and that transition Reynolds numbers obtained

in these wind tunnels can not be related directly to flight situations. In

spite of this short-coming of wind tunnel transition testing, it may be

possible to obtain valid trairsition trends from "noisy" wind tunnel experi-

mulnts. Also, a very important potential of transition experiments in wind

tuiiiiels and other ground test facilities is the ability to identify what

4
Mirkovin refers to as a transition "by-pass". A by-pass is an occurrence of

transition at a low Reynolds number which can not be identified with concepts

from linear stability theory (that is, transition occurring at very low

Revnolds ntubbers in a region where linear stability theory would not predict

;,, ltni en-Schlichting waves to be amplified). The now well known blunt body
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by-pass found on highly cooled surfaces was identified in the laboratory

in 1957* (ReOT 25CG -t a time when most boundary layer stability people

were predicting the early copper heat sink ICBM's would maintain a laioinar

boundary layer throuý,hout reentry. The present wind tunnel experiments

have shown that the noaetip by-pass extendR well beyond the nosetip and includes

the forward portion of the cone frustum (reported also in Ref. 6).

The approach of this present investigation was to explore some of the

hypersonic features of bluntness and angle of attack trends. Initially

checks were made on the generality of the transition data obtained in the FDL

Mach 6 wind tunnel to provide confidence that the transition trends obtained

were not uniquely related to that facility. This involved a comparison of the

new daoL dith data obtained in other facilities and transition measured off

the tunnel centerline to check the sensitivity of transition location to

model position in th. test rhombus.

The bluntness experiments extended previous woik of Stetson and Rushton7

on the effects of entropy layer swallowing by the boundary layer on boundary

layer transitions and provided new, higher Mach number data, to demonstrate the

effects of free stream Mach number on transition of slender, blunted cones.

Angle of attack effects were investigated in detail to explore transition

location sensitivity to small angles of attack and the resulting asymmetric

transition patterns obtained.

* These results appeared in the unclassified literature in 1959 (Ref. 5).
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EXPERIMENTAL APPARATUS AND PROCEDURES

The experiments were conducted in the FDL Mach 6 wind tunnel and the

AEDC Tunnel F. The location of boundary layer transition was obtained from

heat transfer measurements.

The Mach 6 tunnel is a blow-down facility operating at a reservoir

temperature of 1100°R and a reservoir pressure range of 700 to 2100 psia,

6 6
ccrresponding to a Reynolds number per foot range of 9.7 x 10 to 30.3 x 10

The test core of approximately 10 inches is produced by a contoured axisy-

mmetric nozzle with a physical exit diameter of 12.3 inches.

A sketch of the nozzle and diffuser collector is showm in Fig 1. Addi-

tional details of the tunnel can be found in Ref. 8. The test model. for the

Mach 6 tunnel was a thin-skin (nominally 0.025 inches), 8-degree half angle

cone containing two rays of thermocouples, located 180 degrees apart in the

pitching plan.-. The base diameter of the model was 4 inches and the model

had nosetips with the following bluntness ratios; RN/RB 0, 0.02, 0.05,

0.10, 0.15, and 0.30. Nominal model surface finish was 15 microinches and the

blunt nose tips were polished before each run. The model was cooled between

runs so that the model surface temperature would always be the same at the

start of each run (approximately 540 0 R). Heat transfer rates were calculated

from the increase in the surface temperature of the model, during a time

interval of one-half second, after the model arrived at the tunnel centerline.

Tw /T was generally in the range of 0.52 to 0.58.

The AEDC Tunnel F is an arc-driven wind tunnel of the hotshot type and

capable of providing Mach numbers from about 7 to 13 over a Reynolds number

6 6per foot range from 0.2 x 10 to 50 x 10 . The test gas is nitrogen. This

test was conducted with the 40-inch exit diameter contoured nozzle at a

nominal free stream Mach number of 9. Because of the relatively short test
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times the model wall temperature remained essentially invariant from the

initial value of approximately 540 R, thus Tw/To - 0.20 to 0.38. Since the

tunnel operates with a constant volume reservoir, the reservoir conditions

decay with time. Timewise variations in Reynolds number permit acquisition of

data at different Reynolds numbers for the same run. The test model for Tunnel

F was a 48 inch, 7 degree half angle cone with eight nose bluntness ratios,

R N/RB = 0, 0.01, 0.03, 0.05, 0.07, 0.10, 0.15, and 0.37. The model contained

75 coaxial surface thermocouples and 10 surface pressure gages. Nominal model

surface finish was 30 microinches and the blunt nose tips were polished before

each r-,n. Additional details uf Tunnel F and the model instrumentation can be

found in Ref. 9.

CHECKS ON GENERALITY OF TRANSITION DATA

In order to utilize boundary layer transition trends obtained in a wind

tunnel one has to assume these trends are not uniquely related tc the facility

being used. The FDL Mach 6 wind tunnel had nit previously been used for

transition investigations and tunnel freestream disturbance measurements had

not been made for this tunnel, therefore, the basic question of nonuniqueness

of transition data had to be explored. Based upon the results of previous

investigators (e.g. Pate 3) it was expected that aerodynamic noise, radiating

from the turbulent boundary layers on the nozzle wall, would be the major

tunnel factor influencing transition. That is, disturbances in the freestream

of a wind tunnel have been identified as having three possible sources7

(a) vorticity fluctuations (velocity fluctuations) (b) entropy fluctuations

(temperature fluctuations) and (c) sound waves (pressure fluctuations). The

vorticity and entropy fluctuations are essentially convected along streamlines

and are traceable to conditions in the stilling chamber. Sound disturbances
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can travel across streamlines and can originate in the stilling chamber an" from

the wall of the nozzle. For Mach numbers greater than 2.5 to 3, velocity and

entropy fluctuations have been found to have a negligible effect on wind tunnel

transition data. However, radiated sound, generated by the turbulent boundary

layer on the wall of the no2zle, was found to be a major factor affecting

transition in supersonic and hypersonic wind tunnels (Ref. 3 contains an excel-

lent review of these developments).

In order to compare the influernce of aerodynamic noise on transition in

the Mach 6 tunnel with other wind tunnels sharp cone transition data was compared

3
with the correlations of Pate . Pate made an extensive study of the relation-

ship between wind tunnel freestream disturbance and boundary layer transition

and developed a method to predict boundary layer transition in wind tunnels;

with Mach number, unit Reynolds number and tunnel size as parameters. Fig. 2

indicates Pate's predictions for the end of boundary ldyer transition on sharp

cones in small size wind tunnels. The excellent agreement of these present

transition data with the results of Pate indicated that boundary layer transi-

tion in the FDL tunnel is influenced by aerodynamic noise in a predictable

manner, similar to the seventeen wind tunnels considered by Pate. Furthermore,

since the occurrence of transition on a wind tunnel model is the result of the

combined effect of all disturbance parameters, such as Linnel free stream

disturbances, model surface roughness, model vibration, flow angularity, etc.;

the fact that transition Reynolds numbers were found to be the same in several

wind tunnels would infer a similarity in the influence of the combined effect

of disturbance parameters on boundary layer Lransition. Although the distur-

bance parameters have not been investigated in detail in the Žch • wind tuanel

uti]izcd in this investigation, the similarity of transition results with other

wind tuinels was believed to be an indication that the reported transition trends
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were not unique to the facility being used (the possibility still existP that

all wind turnnLls have some general uniqueness of transition data). The AEDC

Tunnel F was one of the tunnels considered in Pate's study and therefore haa

demonstrated a similarity with other tunnels.

A comparison of data from two other facilities provided a check on the

trends of blurtness effects on transition. These results are shown in Fig. 3.

In addition to these present data, wind tunnel results of Muir and Truj±lloI0

7 'I
and shock tunnel results of Stetson and Rushton are included. The data

presented in this manner illustrates the rearward displacement of transition

in terms of the entropy layer swallowing. Additional discussions of this manner

of presenting blunting data and related blunting characteristics will be ircluded

later. The central message to be obtained from this f-gure is the good agree-

ment of data obtained from differeui- facilities. All three facilLties pro-

cLuc'd the same blunting features and trends, indicating the results were not

unique to the facility b~ing used.

Fig 4 compares transition location on - idwaru ray of a sharp cone with

Y1 11 12
data from a shcck tunnel , a ludwieg tu7e , and another winJ tunnel . At this time

the only guidance as to what the movement of tiansicion with angle of attack

L13
should be is the direction of the movement. Both theory (e.g. Moore ) and

7 11 12
experiment (e.g. Stetson and Rushton , Krogmann , DiCrist113 ) consistentl1

indicated a rearward movement of the location of transition on the winidward

ray with angle of r*tacc. The expected magnitude )f this rearward displace-

mznt is uncerfain. All of •he facil .ties shown in Fig. L indicated a trend of

rearward displacement with angle of attack, with vp-iatlons in magnitude. These

variations In maginitude do not necessarily in'icatc trends which are 'acilicy-

pecultlar. Angle of attack data from a single facility are often pre,;ented in
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this nondimensionalized format with the implication that they represent a

universal curve; however, it is believed that this point requires furLher

substantiation before being accepted. That is, the Influence of parameters

such as Mach number, cone angle, surface roughnoss and wall temperature can

not be identified and these effects may account for some of the observed

'variations.
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BOUNDARY LAYER TRANSITION EXPERIMENTS OFF TUNNEL CENTERLINE

In regard to the study of trunsition trends in wind tunnels this author

believes that angle of att9,k transition results may not have received enough

scrutiny. Experimenters usually overlook or neglect the possibility that the

results may be influenced by variations of parameters across the test section.

When a model is pitched to an angle of attack the nosetip is displaced from the

tunnel centerline and miy be located in a different environment than the zero

angle of attack model. Several effects may influence che location of transi-

tion. For axisyimnetric nozzles (particularly in small wind tunnels where

nozzle coordinate tolerances may be significant compared to the boundary layer

thicknessI) there may be some focusing of aerodynamic noise at the tunnel

centerline, with some variations radially away from the centerline. Also,

variations in pressure and flow angularity away from the centerline may

influence the location of transition. Flow angularity was checked at several

locations within the test rhombus of the Mach 6 wind tunnel and the maximum

8
angularity found was + 0.05 degrees . Some variations in flow properties

across the test section are typical in open-jet axisymmetric nozzles and

Mach 6 tunnel calibrations found Mach uumbers variations up to about 1.5%

within the test rhombu,. Fig. % is a sample of the Mach number distribution

obtained for the Mach 6 t,'nnel at a station 2.5 inches from the nozzle exit.

Varialions in aerodynamic nuise within the test rhombus of the Mach 6 wind

tunnel have not been determined. It was not possible to assess the individual

contributions of the above parameters regarding transition movement; however,

the accumulative effect of lli variations is the information needed to evaluate

angle of attack transition trends obtained in this tunnel and these details

could be obtained by conducting boundary layer transition experiments off the
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tunnel centerline. A brief series of experiments were performed to assess

this problem.

Data were obtained at two off-centerline stations; at 0.7 and 1.83

inches bclow the tunnel centerline. This was accomplished by inserting a

collar on the injection strut to limit the travel of the model support

system. The model could not be pitched in the off-centerline position.

Data were obtained at -4 0 by utilizing a bent sting configuration. Fig 6

shows the locations of the model in the centerline and qff-centerline

positions. The tip of the sharp cone was one inch down-stream of the nozzle

exit.

Fig 7 shows heat transfer coefficient plotted versus the surface

distance along the model from the tip for the sharp cone at z=O for the two

positions off the tunnel centerline. Transition on the tunnel centerline is

shown for comparison as a solid curve. Transition occurred earlier on the

bottom ray for both positions. For the top ray transition occurred at

different locations for each position. At 1.83 inches from the centerline

transition was at essentla]ly the same location as found on the centerline,

whcreas at 0.7 inches transition was delayed.

The off-centerline results obtained with the sharp cone pitched to

a040 are shown in Fig 3. The trend of early transition on the bottom ray

(windward) persisted at a=4 . Unfortunately details of transition on the

leeward side are not clear due to its forward location; howeve,, the end of

transition appeared to be unchanged at all three locations. Note from

Fig 6 that when the model was in the 0.7 inch off-centerline location, the

model tip was nearly on the centerline.
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When the sharp tip was replaced with a sphe!ricallv blunt tip whose

radius was 10% of the base radius different transition trends were ob-

served. These results are shown in Fig 9 with the model at xa-4 0 . The on-

set of transition, for both positions off the centerline, although delayed

slightly were not significantly different from the centerline locations.

These data suggest that not only is the location of the model relative to

the tunnel centerline and model attitude important, but also the model

bluntness. Repeat runs were made for all of the data and the excellent

repeatability demonstrated that the trends shown existed consistently.

Information regarding the changes in transition off the tunnel center-

line could be obtained by observing the trends in the temperature versus

time plots of the thermocouples while the model was being injected. Since

the heat transfer rate is proportional to the slope of the T vs t cturve a

change in slope (in addition to the normal change resulting from increase

in the surface temperature of the model) relates to a change in the heat

transfer coefficient. Fig. 10 illustrates this point for the sharp cone at

a=0°. The model enters the region of uniform flow at approximately two

seconds and reaches the tunnel centerline at 3.45 seconds. Zero time

relates to the start of the data acquisition system and not the start of

model injection. The time of arrival at the tunnel centerline is recorded

information. The thermocouples at S=4.0 and 4.5 inches (Fig. 10a) indicated

a constant heat transfer coefficient throughout the injection phase and

equal to that obtained at the tunnel centerline. Reference to Fig 7 confirms

that at these stations the heat transfer coefficients did not vary with model

position and were at a laminar level. The temperature history at 5.5 and

6.0 inches illustrates the case of a changing heat transfer coefficient. The

slopes become smaller as the centerline is approac~ied, with an increase in

slope at the centerline. By looking at Fig i (for the top ray) it can be
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seen that the heat transfer coefficients at these model locations decreased

at the position nearest the centerline and then increased at the center-

line, This sequence of events indicated, for this region on the model, the

onset of transition when the model was well away from the centerline, a

change to a laminar boundary layer as the model approached the centerline,

and transition again when the model was on the tunnel centerline.

Fig l0b illustrates the case of a reduction in the heat transfer

coefficierL when the model reached the tunnel centerline. Again these

results may b~e correlated with the data of Fig 7.
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BLUNTNESS EFFECTS (•L0°)

Although the sLate of the boundary layer on a slender, blunted cone

has been under study as an engineering problem for many years, the

influence of nosetip bluntness on cone frustum transition remains an area

which is poorly understood. The question of why nosetip blunting dis-

places the onset of transition rearward, and how much rearward displace-

ment should be expected, has never been adequately resolved. From the

15 lb
results of early blunting investigations (e.g. Brinich , Moeckel. ) it

was concluded that the rearward displacement of transition was probably

due to a reduction in local Reynolds number related to the pressure losses

7
across the bow shock. Stetson and Rushton also concluded that Reynolds

number reduction due ,o blunting was the dominant effect. However, Softley's17

results, which included a re-interpretatlon of the data of Stetson and

Rushton, obtained local transition Reynolds number twice the sharp cone valies.

Such a conclusion would suggest that the rearward displacement of transition

also involved significant changes in the growth of disturbances in a laminar

boundary layer. It appears that both Reynolds number reduction and changes

in the stability mechLnisms of the laminar boundary layer are important for

transition on a slender, blunted cone; each influencing transition in vary-

ing degrees, depending upon geometric and flow factors. On the basis of

available information it is speculated that Reynolds number reduction is the

dominant effect for the rearward displacement of transition and changes in

boundary layer stability are the dominant effect in the reversal of this

trend and the resulting forward movement of transition. Details of the
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stability of the laminar boundary layer on a slender, blunted cone can not

be answered from transition experiments such as these and must await the

results of "microscopic" experiments.

Intuitively it could be predicted that the experimentally observed

rearward displacement of transition on the frustum of a slender cone with

increasing bluntness (at a given flow condition) must reach a maximum dis-

placement and then be followed by a forward movement. This results from

the fact that transition Reynolds numbers have been found to vary more than

two orders of magnituce between the noseti.p and the frustum. For example,

transition experiments on blunt bodies, such as spherical configurations,

have consistently found low transition Reynolds numbers; often less than

500,000 (based on surface distance) and 300 (based on momentum thickness)

(e.g. Stetson18, Anderson 1 9 , Demetriades 2 0 ). Based upon the Mach number

independence principle it would be expected that transition in such flows

would be essentially independent of free stream Mach number. However, on

the frustum of a slender cone, where the entropy layer produced by the blunt

tip has been essentially swallowed by the boundary layer, significantly

larger transition Reynolds number have been observed, with the magnitude

being Mach number dependent, (',.g. Berkowitz. Kyriss and Martellucci21

Wright and Zoby22 and Maddalon and Henderson 23). Local Reynolds numbers,

based on surface dfstance, exceeding 50 x 106 have been obtained. In order

to understand and predict transition location on a slender, blunted cone

knowledge of the local flow properties is required. One of the problems

that currently exists is the inability to assess the uncertainty !n local

flow calculations and to "sort out" the variations found by using different
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boundary layer codes. The results of Softley1 illustrate this problem.

Using tedata of Ref 7 he arrived at conclusions different from those of

the original investigation. These differences can be attributed directly

to the different techniques used for obtaining local flow properties.

Since it may be some time in the future before this problem is adequately

resolved, caution should be exercised in drawing conclusions regarding

slender, blunted cone transition which are based upon local Reynolds number

calculations.

In the transitior literature reference is often made to such expressions

as "small bluntness" and "large bluntness" when discussing tip bluntness

e'ffects on boundary layer transition on the frustum of a Cone. This can

be misleading since these expressions should not be related only to the

physical dimensions of the tip. A given tip size can be either "small" or

"large", depending upon where transition occurs relative to the tip. An

example is the case of a vehicle entering the earth's atmosphere. In order

to relate frustum transition location with tip bluntness phenomena some

reference to a quantity describing the bluntness effect, rather than a

physical dimension SLIC11 as nosetip radius, would seem a better choice. To

provide such a relationship Stetson and Rushton 7introduced the entropy

swallowing length as a transition parameter. The swallowing distance is

defined as the location on the cone frustum where the fluid which has gone

through the strong portion of the bow shock ha-s been swallowed by the boundary

layer. The local Mach number and flow properties at the edge of the boundary

layer at this location are nearly the samne as wouid be obtained on the same

cone with a sharp tip (see Fig 11). For this investigation the method of

24
Rotta was used to obtain swallowing distances. Potta developed a method
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to obtain certain boundary layer parameters as a function of a similarity

parameter based upon swallowing distance, free stream Reynolds number and

nose radius. The curves of Fig 12 are based upon Rotta's results. This

method provided a simple and easy hand calculation technique which is con-

venient for handling a large amount of experimental data and maintaining

a common reference base for comparing results.

Fig 13 presents local properties on an 8-degree half angle cone with

a spherical nosetip radius of 0.04 inches in a M.0 = 5.9 flow. X is the

cone frustum distance, with X - 0 corresponding to the point of tangency

between the tip and cone. These results were obtained with a recently

25developed boundary layer code based upon integral solutions of the boundary

layer equations. Also shown is the entropy layer swallowing length obtained

for this situation by the method of Rotta. The calculated value of X
sw

corresponds to a location on the cone where the bounidary layer code indicated

the local Mach number to be 0.97 M sharp. Thus the hand calculated value of

X is considered to be compatible with these boundary layer code results.

For a given cone half angle and free stream Mach number, the swallowing

1/3 4/3
distance varies as (ReJ/FT.) and (RN). Therefore as the nose radius

of the cone is systematically increased the swallowing distance also

increases. For moderate-to-lr.rge nosetip bluntness the entire mode] is

then engulfed with low Mach number, low unit Reynolds number flow.

indicated on Fig 13 is the region of local flow properties where the maximum

rearward displacement of transition location occurred. Thus maximum dis-

placemer.t of transition locations on the slender sphere cone was found to be

associated with essentially blunt-body flow. Even with allowances for
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possible variations of local pro7)erties by utilizing different boundary layer

codes, it is 5elieved that this blunt body conclusion should remain valid.

This point will be discussed in more detail later. Fig 14 shows blunting

results for four different Mach numbers. The M - 3.1 data was obtained by

26
Rogers in a conventional wind tunnel; the M - 5.5 data is shock tunnel

7
results of Stetson and Rushton ; the M., - 5.9 results are new data from the

FDL wind tunnel; and the Moo - 9.3 data is new data from AEDC's arc driven

'Funnel F facility. The transition lengths for the blunt cones (X)B were

normalized by the transition length for the sharp cone (T)s [(XT). was

different for each facility] . This provides a measure of the rearward

displacement of transition on a cone when the sharp tip is replaced with a

blunt tip. The abscissa is the transition distance normalized by the

swallowing distance (X sw). The swallowing distance for all of these data

were based on the results of Rotta (Fig 12). The right side of the figure

(X, /X 1> ) corresponds to situations where transition occurs on a locationsw

on the co¢ne where the entropy layer has been essentially swallowed and the

conditions at the outer edge of the boundary layer are nearly the same as

would be obtained if the cone had as sharp tip. The left side of the figure

(K /Xsw small) corresponds to locations on the cone just downstream of the

tip. The conclusions given below from this type of presentation are not very

sensitive to X . That is, if a different method of calculating X were

used which gave different values, the effect would be to shift the data to the

right or left and not after the basic conclusions. Data points shonM with an

arrow indicate conditions where the entire model had a laminar boundary layer.

Transition would then occur at some unknown higher value. The main points

to observe in Fig 14 are as follows:
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a. The effect of tip blunting on cone frustum transition is very

sensitive to freestream Mach number, with large Mach numbers producing

large rearward displacement of transition. The reason for this sensi-

tivity with freestream Mach number is believed to be primarily related

to the Reynolds number reduction associated with pressure losses across

the bow shock.

b. Small bluntness systematically moved the transition location

rearward until the maximum displacement was obtained.

c. A blunting transition reversal occurred. That is, additional

increases in nosetip radius, or freestream Reynolds number, reduced the

value of XT/Xsw and produced a forward movement of transition. This for-

ward movement was very sensitive Eo both nose radius and Reynolds number.

For example, for a given nose radius, a small increase in freestream unit

Reynolds number could produce large forward movements of transition. In

this situation it was often observed that portions of the cone frustum

could be completely laminaz: while other areas of the model had early

transition (this situation may have special significance for persons con-

cerned with the effect of frustum transition on vehicle motion).

d. Maximum rearward displacement of transition occurred in situations

where /X was small, indicating that the local Mach number was low and

the flow was essentially of the blunt-body type (see Fig 13).

Fig 15 illustrates the forward movement of transition on a 7-degree

half angle cone at a Mach number of about 9.1. At a free stream Reynolds

6
number per foot of 5.4 x 10 the cone had a completely laminar boundary

laver. A small increase in free stream Reynolds number caused transition

to appear near the cone mid-point at a local Reynolds number of about
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550,000. Further increases in freestream Reynolds number steadily moved

the transition location to the spnere-cone tangency point, whete the local

transition Reynolds number was slightly over 300,000. This forward move-

ment slowed as it progressed through the increasing favorable pressuze

gradient. These events occurred in a situation where the pressure gradient

became increasingly more favorable, yet the transition Reynolds number

decreased from 550,000 to nearly 300,000. Further increases in the free-

stream Reynolds number produced transition in the subsonic region of the

tip, with a local transition Reynolds number of about 250,000. The local

Reynolds number mentioned above were calculated by the finite difference

27boundary layer code developed by Adams and co-workers. With the

exception of the two largest Reynolds number conditions, all of the data

of Fig 15 was obtained during a single run in Tunnel F. These variations

in Reynolds number occurred during a 59 millisecond time period while the

Mach number varied between 9.1 and 9.0 and the wall temperature remained

essentially constant. All of the data shown were obtained along the same

ray of tl'e model. This situation, as in most boundary layer transition

problems, reflects the result of several competing effects and any explan-

ation of this cone frustum transition behavior at this time would be mostly

speculative. The rapid movemenL of transition from the sphere-cone

tangency point to the subsonic region of the tip is not a new observation.

This transition pattern was first observed by Stetson5 over twenty years ago

and has been observed by several investigators since that time.

20The recent analyses of Merkle , based upon linearized stability theory

combined with nosetip roughness effects, provide an interesting comparison

with this experimentally observed forward woveiment of transition, Merkle

postulates two unstable regions on a sphere-cone, one associated with the
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tip and the other with the cone frustum. He anticipated that transition

on the frustum, due to the second unstable region, would occur at class-

ical transition Reynolds numbers for cones in the appropriate Mach number

regime. Merkle suggested that, with increasi.ng freestream unit Reynolds

number (such as a reentry vehicle descending), the transition location

would move gradually forward on the frustum and would be ganerated by the

second unstable region. During this time, the growth of disturbances on

the nosetip would reach larger and larger amplitudes, but would not get

sufficiently large to trigger transition. These disturbances in th_

boundary layer on the nosetip would grow for a time as they proceeded

along the tip and then emerge from the unstable region associated with the

tip and decay rapidly, thus being of no consequence in triggering transi-

tion. At some critical freestream unit Reynolds number, the peak amplitude

of disturbances in the unstable region on the nosetip would surpass the

level at which significant non-linear interactions begin, aad tranEition

would jump discontinuously from the frustum to the subsonic region of the

nosetip.

Thus the rapid forward movement of transition on the cone frustrum at

6
a freestream unit Reynolds number of 5.7 x 10 , and the resulting low local

Reynolds number for transition at this condition, does not seem to be

compatible with the predictions of Merkle. It appears from these present

results that the unstable region associated with the noset-'* extends well

beyond the tip and includes the forward portion of the cone frustum.

Fig 16 was prepared to illustrate the sensitivity of transition loca-

tion to freestream Mach number. The local Mach number and Reynolds number

on an &-degree half angle cone with a 0.60 inch nose radius was calculated

with the boundary layer code of Ref. 27. X is the cone frustum distance,
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starting at the point of tangency of the tip and cone. Note thnat the

±oca± Mach number was low for bo'h cases and relatively insensitive to

freestream Mach number. As far as local Mach number is concerned the two

flows were quite similaz. The surface pressure distributions (not shown)

differ somewhat, due te the fact that the region of overexpansion and

subsecuent recompression are Mach number dependent. Significant differ-

ences were found in the local Reynolds number. These difforences are

related to the fact that the total piessure losses across the bow shock

increased with Mach number. The experimentally observed transition

location for these two freestream Mach number situations are indicated

and it can be seen that even though the transition locations differ con-

siderably, the local Reynolds number for transition was essentially the

same fur both cases These results indicated that the difference in

transition location for the two cases shown can be accounted for by the

Reynolas number reduction associated with the total pressure losses

across the bow shock.

Fig 17 provides additional information to demonstrate the relation-

ship between transition location and Reynolds number reduction. The

trend of maximum transition displacement with free stream Mach number

clearly follws the trend of Reynolds number reduction. These lesults,

a; well as those of previous figures, provide convincing evidence that

thIe mayimum rearward displacement of transition is st:'ongly related to

the Reynolds number reduction.

Fig 13 is showni partly to demonstrate the problem of calculating

4 local Reynolds number and partly to illustrate the di•ferent flow

situations found Dn a blunted, slender cone. The local Reynold9 nunter

for the 1-resent M = 5.9 data were obtained by using the unit Reyno'.ds
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ný, tber profile shown in Fig 13 and assuming that the relationship be-

tween Rotta's swallowing distance and this profile was the same for all

of the data (for example; at 50% Xsw, (Re/FT)Local = 40% (Re/FT)sharp cone

The results of Softley , with locol transition Reynolds numbers of twice

the sharp cone value, are shown for comparison. Since Softley's results

had the entropy layer being swallowed much more rapidly than these present

calculations, Lhe local Reynolds numbers he calculated for transition were

significantly larger ýn the small to medium bluntness regime. Since it is

not po.sible to adequately assess at this time the accuracy of flow field

calculations of this type, the "correct" trend for a local Reynolds number

plot such as this is not known. The fact that the maximum Reynolds number

shown for Softley's results coincide with the large increase in Re for

these present data is believed to be fortuitous since the swallowing

distances for the two sets of data are not compatible. The data or, the

left side of the figure, which should be reiatively In.sensitive to the

particular method used for calculating local Reynolds number since entTopl,

layer swaliowing plays a minor role, indicates frustum transition Reynolds

number become small, of the same order as those found on nose tips, when

transition occurs early on the cone frustum. It appears that for cases of

small bluntness, local transition Reynolds number greater than those

obtained on a sharp cone are possible; however, attachiMng a specific

number seems to have little sigaificance at this time. Martellucci29 also

calcalated local Reynolds numbers for the data of' Ref. 7, using a finite-

difference boundary layer code, and obtained local transition Reynolds

numbers, for the case of small bluntness, somewhat larger tnan the sharp

cone values.
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ANGLE OF ATTACK EFFECTS

,.lthough transition trends on a sharp cone at angle of attack may

defy one's intuition, there seems to be general agreement regarding the

expected movement of transition. Theory and experiment both i glcate

a rearward movement of transition on the windward ray and a forward

movement on the leeward ray. Moore's13 results show that the boundary

layer profiles assume a more stable shape on the windward side and a more

30unstable shape on the leeward side. Hot wire experiments of Kendall at

M = 4.5, which measured the boundary layer fluctuation spectra on the

windward and leeward rays of a 4-degree half angle sharp cone, qualitatively

confirm these theoretical predictior.s. Reftrences 10, 11, and 12 provide

additional examples of confirmation of these trends.

Fig 19 presents restLts of local Reynolds number calculations for a

sharp, 8-degree half angle cone at angle of attack. Also shown are the

locations of transition obt,,ined from these experiments. Comparison of

the experimental transition locations with the calculated Reynolds numbers

provide local transition Reynolds numbers. The local transition Reynolds

number inicreased on the windward ray and decreased on the leewsrd1 ray as

the angle of attack was increased.

Fig 20 illustrates the transition movement on the windward and

leeward rays of a.i 8-degree half angle cone at M = 5.9. The transition

distance (Y) Is normalized by the transition distance on the sharp cone

at a = 0 t(XTs)=0 vbries with unit Reynolds numberj . It was planned to

test all of the blunt configurations at the same free stream unit Reynolds

number; however, for the 15% blunt tip, transition moved off the end of

the model at a = 2. Therefore this configuration was tested at a slightly
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larger Reynolds number. The sharp cone transition trends were consistent

with expected results, as noted earlier. The blunt configurations;

however, have trends which are somewhat different from those of Ref. 7.

These differences relate to the windward ray at small angles of attack.

Ref. 7 had the maximum rearward displacement at c.. = 0°0 and a forward

movement with angle of attack. The present dlata consistently had a rear-

ward movement initially, as for the sharp cone, and then a forward move-

ment at larger angles of attack. The reason for these differences is

not known. Intuitively it would seem reasonable that the blunt cone

boundary layer profiles might assume a more stable shape %vith angle of

attack, analogous to the sharp cone, and therefore cause transition to

move rearward on the windward ray. Transition would not continue to

move rearward, as for the sharp cone, since the effect of bluntness

diminishes with angle of attack. It would be expected that the curve

would turn and approach the sharp cone curve. At some large angle of

attack all of the curves should merge into a single curve. Variations of

tunnel environment, as dincussed earlier, may have a small influence on

thtese data; nowever, it is not belloved to be an effect capable of aitering

the major trends sl.'jwn in Fig 20.

The data obtained w'th the 30% blunt nose tip -s presented separately

(Fig 21) due to the nature of the results. Initial experiments were

6
conductLd at Re%/Ft = 19.4 x 10 , as were thE other blunt configurations

of Fig 20. The windward a:y was completely laminar at all angles tested.

(The all laminar condition is indicaLed with an arrow on the data point)

Increasing the treesteeam unit Reynolds number produced a condition where

the laminar boundary layer previously had been observed to be in a rather
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delicate balance; one in which transition could be easily initiated (tn

Fig 14 this corresponds to situations where X T/X swis in the range of

0.02 to 0.03 and is also illustrated in Fig 15 for the Tunnel F data).

The a - 0 data shown in Fig 21 is the samE. data shown in Fig 14, A

small change in Reynolds number or repeated experiments at a given

Reynolds number (open circles) produced a wide range in transition loca-

tions. A unit Reynolds nimber of 28 million was selected fcr Lhe angle

of attack tests in order to keep transition from moving off the model on

the windward ray. The results are shown with the solid circles. The

transition locations seemed to have two preferred locations - a large

displacement and a short displacement. It can be seen from th'.s figure

that several transition trends are possible at this condition; that is,

either a forward or rearward movement with angle of attack, and it was

not possible to predict where transition would occtur.

Ideally, to cbserve transition shape patterns, one would like to

have a model complutcly saturated with heat transfer gages. Usually such

a practice is not possible and compromises are necessary. For this series

of experiments the model had two rays of thermocouples and circumferential

patterns were obtained by rolling the model and making repeat runs. Test

conditions could be duplicated very closely and the transition location,

for a given situation, could be closely reproduced. Transition patterns

were obtained by making a composite picture from the results of several

runs. It is believed the results of this procedure provided a good

representation of the pattern occurring dutring a single test. Figures 22

to 24 are samples of the transition asymmetries found at two degrees

angle of attack and M1 5.9. 0) 0" is the windward meridian and 4)-180 0

Is the leeward meridian. The shaded area represents the transition region
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with "B" indicating the beginning of transition and "E" the end of transi-

tion. The beginning and end of transition at a 0 is shown for reference,

along with calculated values of local Re at a 20.

Fig 25 illtstrates how the transition frout moves with angle of

attack. The data shown is for the 8-deg half angle cone with a 10% blunt

tip. All data were obtained at M., - 5.9 and a free stream Reynolds number

6
of 19.4 x 10 per foot. Small angles of attack were found to produce large

transition c~ymmetries.

Fig 26 Illustrates how the transition front moves as a function of

nosetip bluntness. Model and test conditlons are the same as indicated in

Fig 25- Large transition asynmmetries were associated with all three

nosetips and the transition front moved rearward with increased bluntness.

For utilization of experimental results and comparison with other

31
data, data are often presented in a nondimensionalized format. Potter ,

for example, prepared a data base of wind tunnel angle of attack transition

data in nondimensionalized form in order to correct ballistic range trans-

ition data for angle of attack effects. A problem he encountered was a

scarity of angle of attack transition data. These )reoent data add to the

angle of attack data base; however it is still ni" possible to evaluate

the generalitv of the results. The present result.- have the advantage of

coming from one data source, whereas Potter's rr",=lts represent a composite

picture made up from several sources. Fig 27 presents the results found

for the $-deg half angle cone with a sharp tip, tested at MO - 5.9 and

6
Re /Ft = 9.7 x 10 . Potter's results are shown for comparison. Differences

were found between the present results and those of Potter. The present

results displayed a larger variation in transition location on the windward

side of the model ( 0 = 0 to 900) and less variation on the leeward side
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90 0 to 180 0). Also, the forward movement of transition on the

leeward side ceased at cz/ 0C 0.25. The general trend of a rearward

movement on the windward ray and a forward movement on the leeward ray

with angle of attack was consistent with all data.
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CONCLUSIONS

Following are the major conclusions obtained from this investigation:

1. Comparison of the present boundary layer transition data with

data from other facilities and transition experiments off the tunnel center-

line indicated the blunting and angle of attack trends obtained were

general and not uniquely related to the facility used.

2. The rearward displacement of transition on the cone frustum due

to tip bluntness was found to be quite sensitive to free stream Mach number

as well as to bluntness. At M - 9.3 transition could be displaced rear-

ward as much as nine times the transition length for a sharp cone.

3. Small bluntness systematically moved the transition location

rearward until the maximum displacement was obtained.

4. A blunting transition reversal occurred, That is, additional

increases in nosetip radius, or freestream Reynolds number, produced a

forward movement of transition.

5. The forward movement of transition took place rapidly, with small

changes in Reynolds number or nose radius. Asymmetric transition tronts

at a = 00 were common for this situation.

6. The maximum rearward displacement of transition occurred tinder

situations of low local Mach number flow.

7. The trend of maximum transition displacement with frei,,tream Mrich

number followed the trend of Reynolds number reduction. Reynoldt, number

reduction is believed to be the dominant effect associated with the rearward

diFiplacement of t-ansition.

8. Low transition Reynolds numbers, of the order found on the nose-

tLip, extended onto the frorit portion of the cone frustum. It appears that

the transition by-pass, associated with blunt bodies, includes the

271



forward portion of the cone frustum on a sphere-cone configuration.

9. Transition correlations based on local Reynolds number should be

used cautiously, since it is not possible, at this time, to assess the

accuracy of the Reynolds number calculations.

10. Transition locations were sensitive to small changes in angle of

attack. Both the shaip and blunt tips produced a rearward movement of

transition on the windward ray at small angles of attack.

Ui. The 30% blunt cone produced several transition trends and it was

not possible to predict where transition would occur.

12. Large transition asymmetries were obtained at small angles of

attack for both sharp and blunt tip configurations.

13. Some differences in angle of attack transition trends were observed

when comparing the present data with other data.

272



V

Refere aces

1. Mack, L. M., "Transition and Laminar Instability," JPL publication
77-15, May 1977 (NASA-CP-153203).

2. Wilcox, D. C. and Traci, R. M., "A Complete Model of Turbulence,"
ALAA paper No. 75-351, San Diego, California, 1976.

3. Pate, S. R., "Dominance of Radiated Aerodynamic Noise on Boundary
ILayer Transition in Supersonic-Hyiersonic Wind Tunne's, Theory and

Application," AEDC-TA-77-107, March 1978.

4. Morkovin, M. V., "Instability, Transition to Turbulence and £redict-
ability," AGARDograph No. 236 (May 1977).

5. Stetson, K. F., "Boundary Layer Transition on Blunt Bodies with Highly
Cooled Boundary Layers," TAS Report No. 59-36 (Jan 1959).

6. SteLson, K. F., "Effect of Bluntness and Angle of Attack on Boundary
Layer Transition on Cones and Biconic Configurations," AIAA preprint
79-0269 (Jan 1979).

7. Stetson, K. F. and Rushton, G. H., "Shock Tunnel Investigation of
Boundary Layer Transition at M-5.5," AIAA Journal, Vol. 5, pp 899-906
(May 1967).

8. Fiore, A. W. and Law, C. H., "Aerodynamic Calibration of the Aerospace
Research Laboratories M-6 High Reynolds Number Facility," ARL-TR-75-0028,
Feb 1975.

9. Test Facilities Handbook (Tenth Edition), von Karman Gas Dynamics
Facility, Vol. 3," Arnold Engineering Development Ccnter, May 1974.

10. Muir, J. F. and Trujillo, A. A., "Effects of Nose Bluntness and Free
Stream Unit Reynolds Number on Slender Cone Transition at Hypersonic
Speeds," Proceeding of the Boundary Layer Transition Workshop, Vol III,
20 Dec 1971, Aerospace Report No. TOR-0172 (S2816) -5.

11. Krogmann, P. "An Experimental Study of Boundary Layer Transition on a
Slender Cone at Mach 5, "AGARD Symposium on Laminar-Turbulent Transition,

Technical University of Denmark, Copenhagen, Denmark, 2-4 May 1977.

12. DtCristina, v. "Three-Dimensional Laminar Bound~r/-Layer Transition
on a Sharp 80 Cone at Mach 10," AIAA Journal, Vol. o, pp 852-856

(May 1970).

13. Moore, F. K., "Laminar Boundary Layer on a Circular Cone in Supersonic
Flow at Small Angle of Attack," NACA TN 2521 (Oct 1951).

14. Anders, J. B., Stainback, P. C., and Beckwith, I. E., "A New Technique
for Reducing Test Section Noise in Supersonic Wind Tunnels," AIAA Pre-
print No. 78-817 (April 1978).

273



15. Brinich, P. F., "Effect of Leading--Edge Geometry on Boundary-Lvyer
Transition at Mach 3.1," NACA TN 3659 (March 1956).

16. Moeckel, W. E., "Some Effects of Bluntness on Boundary-Layer Transition
and Heat Transfer at Supersonic Speeds," NACA Rept. 1312 (1957).

17. Softley, E. J., "Boundary Layer Transition on Hypersonic Blunt, Slender

Cones," AIAA paper No. 69-705 (June 1969).

18. Stetson, K. F., "Boundary Layer Transition on Blunt Bodies with Highly

Cooled Boundary Layers," J.A.S. Vol. 27, pp. 81-91 (Feb 1960).

19. Anderson, A.D., "Interim Report, Passive Nosetip Technology (PANT)
Program, Vol, X, Appendix, Boui.dary Layer Transition on Nodetips with
Rough Surfaces, SA.MSO-TR-74-86 (Jan 1975).

20. Demetriades, A. "Nosetip Transition Experimentation Program, Final
Report, Vol II," SAMSO-TR-76-120 (July 1977),

21. Berkowitz, A. M., Kyriss, C. L. and Martellucci, A., "Boundary Layer

Transition night Test Observations," AIAA paper No. 77-125 (Jan 1977).

22. Wright, R. L., and Zoby, E. V., "Flight Boundary Layer Transition
Measurements on a Slender Cone at Mach 20, AIAA paper No. 77-719
(June 1977).

23. Maddalon, D. V., and Henderson A., Jr., "Boundary Layer Transition at
Hypersonic Mach Numbers," AIAA paper No. 67-130 (Jan 1967).

24. Rotta, N. R., "Effects of Nose Blurtness on the Boundary Layer Character-

istics of Conical Bodies at Hypersonic Speeds," NYU-P,.-66-66 (Nov 1966).

25. Hecht, A. M. and Nest.ler, D.E., "A Three-Dintensional Boundary Layer

Computer Program for Sphere-Cone Type Reentry Vehicles, Vol. 1, Engineering

Analysis and Code Description," AFFDL-TR-78-67 (June 1978).

26. Rogers, R. H., "Boundary Layer Development ir Supersonic Shear Flow,"
Boundary Layer Research Meeting of the AGARD Fluid Dynamics Panel,

London, England, AGARD Rept. 269 (April 25-29, 1960).

27. Adams, J. C., Jr., Martindale, W. R., Mayne, A. W., Jr., and Marchand,

E. 0., "Real Gas Scale Effects on Shuttle Orbiter Laminar Boundary Layer
Parameters," Journal of Spacecraft and Rockets, Vol. 14, pp 273-279
(May 1977).

28. Merkle, C. L., "Stability and Transition in Boundary Layers on Reentry
Vehicle Nosetips," AFOSR-TR-76-1107 (June 1976).

29. Martellucci, A., private communication.

30. Kendail, J. M., unpublished paper (1971).

31. Potter, J. L., "The Unit Reynolds Number Effect on Boundary Layer
Transition," Dissertation submitted to Vanderbilt University (May 1974).

274



68.5" -i

8.5.. 1.6430" IL 2.5

FIG. 1 M-6 W4IND TUNNEL NOZZLE, JET AND COLLECTOR

CONFIGURATION

61

R 00 10

0.1m 16 7 1

2752



9 .s*
C

6 �' *0*
* *59 (PRESENT DATA)

£ .60 (WINO TUNNEL)'
0

* .5.5 (SHOCK TUNNEL)'

�± 'a

* t
*a*O

__ * � *q 1 1 #U* C'��
* 34%

�XTI 'S
0 �m g

2 4 *

U

EU

#
0*

________________ p p�OOOl 001 OJ 1.0 10

XT/x

FIG. 3 A COMPARISON OF BLUNTNESS EFFECTS IN THREE
FACILITIES

1.6 LUflWIEG TUBE"

3

1.4

XT SHOCK T'JNNEL'I (XT)
Q: 0 1.2 2 WIND 1UNNEL'�

* AFFDL M:6

1.0 p p

0 .2 A .6 .8

FIG. 4 A COMPARISON OF THE MOVEMENT OF TRA1'�SITION ON THE
WINDWARD RAY OF A SHARP CONE

276

I



----- 5~.0 -- -

w

z __

X4.

0 1426 5.90 18.77%106
0 2126 5.86 30.27XIO

-6 -5 -4 -3 -2 -1 0 1 2 3 4 56
Y&LATERAL DISTANCE IN INCHES

FIG. 5 LATERAL MACH NUMBER DISTRIBUTION AT X -2.5 INCHES

277



--• .. . . . -°,, . -i"

COLLECTOR
NOZZLE ENTRANCE--,,

EXIT

-- 14.23 4 400"

1.83"°- - t ..

•'• c•=oo •

1.04"
0.34" 40

FIG. 6 SHARP CONE PnSITIONS 70P a = 00 AND = 40

278



SHARP TIP
.016- Cc:= 00

Reco/FT=9.7xIOg
O TOP RAY
:3 BOTTOM RAY

•012 
- CENTERLINE

0F
ri- O3

.c .0040

0 0 0.7 in. OFF

0 . . II I I I ,|

.016 -

.012-

00 C0
00

u .008 0 0

IN
N

4-

-. 004

1.83 in. OFF .

I 8 .10 12 14

S'in.)

FIG. 7 TRANSITION LOCATION FMR DIFFERENT MODEL POSITIONS, SHARP TIP,

00 (RECOVERY FACTOR OF' ONE)

279



SHARP TIP
D16 0 ('40

Reo/FT.n9.7xlO0
oLEEWARD
0 WINDWARD 0 0
- CENTERLINE Q:=4*

.012-

.~0 4

u-D0

0.7'in.OFF 4

0 1 I . .. I . . . . . .

IV 0
.000O-

.0040

.012 A

0000

0

00

,.008

S.0 
0 4 -

1.83 in. OFF

C i .I I.. I . . .. . . ..

2 4 6 8 10 12 14

S(in.)
FlG, 8 TRANSITION LOCATION FOP, DIFFERENT MODEL POSITIONS, S"ARP TIP,

4" (RECOVERY FACTOR OF ONE)

280



10%/ BLUNTNESS
.016- C 404

Reco/FT z 19.4X 10"
o LEEWARD
o WINDWARD
- CENTERLINE ((X40)I- .012 -

00

m

.008-

0.7 in. OFF ~

of AI

.016-

.012-

.008-

~.004-0]

J.P3in. OFF (t

0 2 4 6 8 10 12 14

S(in.)
FIG. 9 TRANSITION LOCATION FOP DIFF 'RENT YODEL POSITIONS, 107 BLUTNTNESS,

a40 (RECOVERY FACTOR OF ONE)

251



SHARP TIP640- (X:- 0"

Reco/FTz9.7x10o .'*S= 6.O IN.

s

620- e

• •• .•'' ••'•4.5

0:

t .o

580.. •.o." ,

560 ,
I. " TOP RAY

S..."

540-

640-
aS:6.0IN.

620 - , .,,

600- "0
60 S" ." 4 0

58 0 * ." "
* 0

560- .too"

". .0 : :: : ; . BOTTOM RAY

540 .,.... (

SII I I p,

0 I 2 3 4 5 6

t(sec.)

FIG. 10 SURFACE TEMPERATURE HISTORY FOR THF SHARP CONE AT ci - 00

282



.. LAYER

BOUDAR

SHOCK
FLUID AT EDGE OF BOUNDARY
LAYER PASSED THROUGH A
NEARLY CONICAL SHOCK

FIG. II A SCHEMATIC ILLUSTRATION OF FLOW OVER A SLENDER,
BLUNT CONE

16 - G

14 50

12-

z t0-

8-
S70

cu 6-88o

2- 150

0 4 8 12 16 20
moo

FIC. !2 ENTROPY LAYER SWALLOWING DISTANCE PARAMETER

283



6-
SmARP

5 -MAXIMUM xT -0 '20X I0
DISPLACEMENT

4 08

m ý,/FT bsyRe/FT

3 .06-
PAST lox to'

2 .04

.021
XSW (00TTA)0

O " I I I I •- - -
0 2 4 6 1 0 12 14

X (IN)

FIG. 13 CALCULATIONS OF LOCAL PROPERTIES ON AN 8-DEREF,
HALF AMLE CONE WITH 2%, BLUNTNESS AT ,, = 5.

0 Moo r9.3

"** %. MaoD,93 (STETSON)

-M. 5.5 (STETSON ANDN
• **oo • m~ao5'5 RLISHTION'

00

8284

6 - • "Mo.593(STETSON)l

( Xij '*• *M~o.31(ROGERS'}

4• MO0"55.5.59

e, =4

0 I I I

0.001 010 O LO I

Tilc;. 14 EIFFECT OF NOSE BLUNTNESS ON TRANSITION LOCATION

284



22

2.2

400

*- it .

___. ji: 0 8<~

2 _

z too

,U

d -4

285



Xx

Q N0••( 0

O 0

N

9N\ I -i •I °N
I I I

U 0

W _

-I 4 oI \\l

'-4 Ir0

I:

CY

286



20

16

[(R.)SHARP]

f 2 (RS)SLUNTJ
L MAX

[T/

MAX

4

0FIG.t I, TIEDIT MIHNtME
0 2 4 6 8 10 12

FIG;. 17 TRANSITION DISPLi-CEMENT TREND WITHI MACH NUMBER

(DATA POINTS FROM FIG. 14)

14 A
2/ \

.0..

SOFTLEY

/

/ A.
R ax XSiArP

2- /V 10

FIG. 18 LOCAL TRANSITION REYNOLDS NItMBER CALCULATIONS

287



24 X do- 
4(WI8(w) 1200

2 2(LI

20 ." 4(L) Iwo

16Re 
4(w) 0

L 600
, I 

Roo

SI 400

STRANSITION

"2t) 2(w 4(w) LOCATION

0 J
0 4 12 16

X (IN)

FIG. I9 LOCAL REY1,OLDS NUMBER CALCULATIONS FOR A SHARP
CONE AT ANGLE OF ATTACK

5 RN/RB ReI/FT

0 0 9.7 X Io'4r 05 19 4 X I0'4 -0.- " * 0 94 X50'* .- - 15 24 9 X lO'

(xT).

10
10 .75 50 .25 0 .25 ,5ý0 .7 |

WINDWARD CIO, LEEWARD

FIG. 20 TRANSITION MOVEMENT WITH ANGLE OF ATTACK FOR AN8-DEGREE HALF ANGLE CONE AT M,= 5.9

288



* * 0 Re-IF1.ZOXIO'
0 t.. /FT - 19.4 ;. 10'

0 23.5 X106 Re./FT a26.3 XI10'

0

XT0

(XTs) 2

1.0 .75 .50 .25 0 .25 .50 .75 1.0

WINDWARD l~c LEEWARD

FIG. 21 TRANSITION MOVEMENT WITH ANGLE OF ATTACK FOR AN
P-DEGREE KALF ANGLE CONE WITH 30% BLUNTNESS AT
M, 5.9

04 8-DEG CONE
SHARP TIP

12-Re
------------------------------- - 1250

10-
S

(IN.)8

2 --- 500

I E

0 20 40 640 8'0 1060 12'0 14'0 I60 18'0
*(DEG.)

FIG. 22 TRANSITION PATTERN AT= 2, SHARP TIP

289



8- DEG CONE
14- 5% BLUNTNESS

Reg

12- goo0Q 9

I80
S0

8-

660

--- 5

2--------------------------------30

0 0 20 40 60 80 100 120 140 160 180
*(DEG.)

FIG. 23 TRANSITION PATTERN AT a -2, 5% BLUNTNESS

Re. 8-DEG. CONE
14- 10% BLUNTNESS

----80 cc,2*

12 - E

10 - .---- 700

............-.. .
(IN) - - - - -

E
6- . --- -- - 500

2-

0- 0 20O 4105 -60 80- 1-0-0 120 140 160 180
96 (DEG.)

Fl G. 24 'iRANSITION PATTERN AT =20 1 W, BLUNTNESS

290



10% BLUNTNESS
SIDE VIEW

L

00

FIC. 25 TRANSITION PAT'TERN VS ANGLE OF ATTACK, 10%
BLUNTNESS

OCr 20

SIDE VIEW

210



. PRESENT DATA

POTTER1.4-

0 #(DEG.)

1.0 ! -

"IN 60XT oe-""

(XT) 0 -0

960 ---- 150

, -"_120- 1500.4- 150o
1805--- -----180

•I 0.2-

0.1 0.2 0.3 0.4 0.5 0.6

C(/Gc

FIG. 27 TRAIISTTION ASYiMETRY DUE TO ANGLE OF ATTACK, SHARP TIP

292

L '
11



A NO=': ON 'fIE OSCILIAPION OF CAVITIES

COUPLED TO AERODYNAM1C FLOWS

by

Alexander H. Flax, President
Insititute for Defense Analysis

Arlington, VA

The extensive recent literature on the oscillation of cavities

interacting with aerodynamic flows has resulted in a bewildering array

of models for frequency prediction, each of which may have theoretical

or experimental bases for various of the physical processes being

modeled to describe the overall system. Such mrodels hý-ve generally been

built on various representations of two physical phenomnena and their

interaction: the instability of vortex sheens between fluid layers of

differing ,,elocities and the acotistic resonance of cavities. Surprisingly,

most of the modeL; fit at least soni set of expcrLrntal data amazingly

well, especially ii view of the complex interacting physical phenomrena

with which they deal. Almost all of the miodels can be rationalized within

the phenomenological fraiework of a fornu1la due to Rossiter. However,

in this contex it seems that what this subject has evolved into is a

nethematical theory of integral wavelength~s, much likle the "old" quantum

mechanics of Bohr, Sonvie-feld and Wilson.

The ovcr-Iapping and sonetimes hidder1 assutmptions in .vdels for

cavity oscillation oftern tend to obscure rather than clarify the mechanics

ot aerodynand-cally driven cavity oscillations. In this note, some relations

between the physical pheonnena contenplated in various lmodels are

discussed,-wd some riai-ks ikde concernin,.y the still largely unsoived

p:-oblems of defininq the aerodynamic and acoustic coupling and energy

transfer mechanisrs which could lead to mcthods for prediction of modal

amplitude responses and --ondiL ions for the onset of self-excited oscillations.

Manuscript received in FRbruary 1979.
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A Note on the Oscillation of Cavities
Coupled to Aerodynamic Flows

Alexander H. Flax
Institute for Defense Analyses

Introduction

Theýre is by now an extensive literature on the oscillation of cavities,
and, more gnerally, duct and resonator systems, interacting with aero-
dynamic flows. Indeed interest in this subject in physics goes back to the
eighteenth century when theoretical predictions of organ pipe frequencies were
first set foith by Lagrargel (Ref. 1, Vol. 1, pp. xv-xvi). In the modern
world of aerospace engineering, cavity oscillations are of importance in

determining critical aerodvnamic flow, noise and buffeting conditions as well
as loads in landing gear welts, flap retraction recesses, bomb bays, boundary-
layc:: bleeds, aft closure areas near jet and rocket nozzles and, in more
complex form, in jet engine ducting systems.

The main focus of attention in the literature of the prast twenty years,2

as in earlier years, has been (n two phenomena: the instability of vortex
sheets fort'ed between fluid layers of different velocities and the acoustic
resonance of cavities. Interactions between these phenomena have been

postulated in accordance with a variety ef models, almost all of which
surprisingly seem to lead to frequency prediction having reasonably good
correlations with experimental results, give or take an empirical constant
or two. Considering the NvOdc range of c.omplex physical processes involved
in the overall phenomenon of cavity res.mance , this is truly amazing. Such
processes which play a pirt in cavity Noscillation include instability of vortex
sheets and vortex formation, turbulent mixing, shock wave motion, shock-
boundarv layer interaction, jet efflux and acoustic ragiiation into inhomogeneous

flows. To complete the challenge, the investigator is called upon to deal with
these problems for subsonic, transonic and supersonic flows.

Had it not been for the fact that apparently the frequency of aero-
dynamically induced oscillations is strongly determined by a very few dominating

physical variables, the successes in correlating experimental data attained by
minor variants of a simple phenomenological formula put forward by Rossiter 3

could not even be imagined. But, Lb the same token, the dominance of the few
key variables over almost the entire range of the plentiful experimental data
now available makes it exceedingly difficult to use these data in terms of
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frequencies to discriminate between th, merits of more detailed and ostensibly
more ratiotial models put forward by various authors. In fact, it appears that

the subject of cavity oscillation has evolved into a mathematical theory of
integral wavelengths, much like the "old" quantum mechanics of Bohr, Sommer-
f~ld and Wilson, which gave many useful and insightful results concerning atomic
structure, but which had to be replaced by more theoretically sound, complete

and reliable theory before the subject could be considered to be scientifically
in hand.

Thus, present methods for dealing with aerodynamically-induced cavity
oscillations do not provide completely reliable and unequivocal means for
predicting flow conditions under which large amplitude responses in self-

excited modes may occur in cavities. To do this it appears that much more
analytical (and closely related experimental) attention will have to be given
to the mechanism of aerodynamic and acoustic coupling of cavities to external
;lows and to the energy transfers made possible by such coupling mechanisms.

This note is intended to illuminate the common and differing features

of physical and mathematical models which have been proposed to analyze
oscillations of cavities exposed to aerodynamic flows, and to illustrate the
limitations of several of the more recent efforts to go much beyond what is
implied in Rossiter's formula and its variants. A brief discussion will also
be given of aerodynamic energy transfer and its role in inducing self-excited
oscillations of cavities.

The subject matter covered in this note is limited to gases. Related
phenomena occur in the flow of liquids with, however, additional features and
complications introduced by the possibiliti of cavitation, "dead-water" regions,

entrapped air or air surge capacities in flow systems and the relative incom
pressibility of liquids which tends to mrl:e structural distortions of pipe and
cavity walls more likely to play a role in oscillations. For a general overview

of the literature of flow related cavity oscillations, including phenomena in
liquids, see Ref. 2.

The Principal Models

The types of resonant cavities which we shall deal with are illustrated
in Fig. I [(a) Lo (e)]. 1(a) is the llelmholtz resonator which is classical in the

acoustic literature and forms one of the basic physical models for studies of
cavity resonance. The other classical physical model is the blown organ pipe
which is similar to 1(b), the deep cavity.
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A listing of the models which have been proposed for aerodynamically-
induced cavity oscillations along with references to typical treatmaents of those
models follows:

1) The cavity is an acoustic resonator, basically of the Helmholtz
type, and responds to the acoustic noise spectrum of the air
flow in the stream.4,5

2) Vortex shedding from Lhe leading edge of the cavity essentially

at a fixed Strouhal number (frequency times length divided by
velocity) determines the frequency of cavity oscillation. 6, 7

3) The cavity provides a path for feedback upstream of down-
stream moving oscillatory disturbances either in the form
of unstable vortex sheets or fu!ly developed discrete vortices

generated at the leading edge of the cavity. The sum of the
transit times on both paths equals the period. In the primitive
version, the disturbance convective velocity factor is an
empirical constant. 3, 8

4) The frequencies for strong oscillatory amplitudes are determined
by the coincidence of the feedback loop transit time frequency
with an internal cavity resonance frequency (either Helmholtz

or standing wave). S,9

5) The speeds with which disturbances are convected from the
leading edge of the cavity is determined l)y the phase velocities
of the unstable vortex sheet modes. By considering compressible
flow near a wall, the upstream ,moving wave phase velocity can

also be obtained. Thus, the two transit times required for an
ostensibly more rational application of 2) are obtained. 10, 11

6) Instability of a Hlelmholtz resonator cavity occurs approximately
at its resonator frequency whenever energy transfer from the
external flow can be positive. No independent cyclic external

flow phenomenon is involved. 12

Feedback Trans it -l'ime Mode Is

rhe prototype of feedback transit-time models involving coupled
oscillator airflow and acoustic phenomena appears to be Rayleigh's description

(Ref. 1, Vol. II, pp. 310-412) of the action of such phenomena it, a device
called the "bird-call" in which "a stream of air issuing from a circular hole
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in a thin plate impinges centrically upon a similar hole in a parallel plate
held at a little distance." Rayleigh's qualitative explanation of the phenomenon
is as follows: "When a symmetrical excrescence (in the jet) reaches the second
plate, it is unable to pass the hole with freedom and the disturbance is thrown

back, probably with the velocity of sound, to the first plate, where 1 gives rise

to a further disturbance to grow in its turn during the progress of the jet."

This descriptive analysis was used by Powel1 13 to formulate a quanti-
tative model for thi so-czalled edgetone which can be generated by a thin edge
placed in the center of a jet stream. In this case, the unsymmetrical or sinuous
jet instability is the pertinent phenomenon.

The same general line of reasoning has been used to explain a variety

of phenomena involving self-sustaining oscillatory flows including wake-

forming cylinders in tandem and cross-channel acoustic resonance in a duct
caused by interaction with a periodic wake from an object in the duct. 14

For the problem of a cavity interacting with an acrodynamic flow,

Rossited3 devised a frequency formula for resonant or self-sustaining oscillators,
based on transit-time concepts similar to those of Rayleigh, Powell and others.

This formula has enjoyed wide general acceptance and success in correlating

with experimental data. As many other authors have pointed out, however,
Rossiter's phenonienological theory predicts fairly well what frequencies may

occur in cavity oscillation, but not whether pronounced self-sustained

oscillations will, in fact, occur.

To obtain Rossiter's formula, we postulate a periodic disturbance moving

with the flow over a cavity with velocity kvuO where uo is the free stream velocity
and kv is a factor to account for the disturbance (which is often postulated to be a
discrete vortex) being convected at a different velocity. Thus a disturbance wave

crosses the length of th", cavity denoted by L in time, ti L/kvUo. An acoustic

wave, usually assumed to he traveling inside the cavity, crosses the same distance

in time t2 - L/aL,, where a,, is the %( Ioc ity of sound in the cavity. Thus the
basic period of the phenomenon is

4 t " t L/k ti -+ L'aC (1)

Noting that the frequenc'y, f, is equal to the reciprocal of the period, and noting

that periodicity witi multiplhcity m ma'y have the same effect in reinforcing
oscillation as single periods, the frequency in terms of the Strouhal number
f L/u is

0

fL in -0Q

0 l/k+ M 

(2)
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where m is the mode number referred to above and Oa is an empirical constant
having the character of a phase to take account of the fact that the operative
effect in a standing or traveling wave phenomenon may occur at a phase shifted
from an integrt multiple of nT. (An example is the standing wave in an organ
pipe oper at one end--in this case the phase at the open end relative to the
closed end is n/2.) Although it is generally acknowledged that kv and a may
vary with a number of variables, including Mach number, mode type, cavity
geometry, Reynold's number, etc., no definitive systematic experimental
investigations have been made and the values kv = 0.57, CL = 1/4 have most
commonly been used (e.g., by Heller and Bliss; 1 1 see Fig. 2 of this paper).
The ratio of the velocity of sound inside the cavity to that ir. the free-stream flow,
ao/a , was not originally considered by Rossiter but was introduced by Heller
and Bliss on the assumption that the cavity experiences very nearly the full
stagnation temperature (recovery factor - 1. 0) which appears to be an acceptable
approximation in most cases.

Analytical Estimates of Phase in Rossiter's Formula

10
Bilanin and Covert have attempted to give a more rational determi-

nation of the phase in Rossiter's formula. They assume that the feedback is
generated by a single point two-dimensional source disturbance at the cavity
aperture trailing edge. They also examine the effects of approximating the
satisfaction of the cavity wall boundary conditions by a two-fold infinity of
image sources. They conclude, on the basis of further approximations lintiting
the source system to a finite number and curve fitting to a calculated set of
points, that a straight line relation between J-1L/a and phase exists for L/D

and that this is YP U wL/a - T/4, where L is cavity length D is cavity depth,
Sis the circular frequency, and a is the velocity of sound.

It was also concluded that this relationship holds with sufficient accuracy
from L/D c down to L/D - 4. Although this result was arrived at by curve
fitting, it i," basically a consequence of the analytical expression of the asymptotic
formula for the potential of a cylindrical wave (Ref. 1, Vol. I, p. 307).

W ý, 
TI"

- cos (wt - kr - -)
-4

If 9

128(kr) 
3

r T7
sin (WUt - kr -- )

1k 3 22 +. (3)
ýk~r 3 I(Skr)3
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where k w/a, w is the circular frequency, and a is the velocity of sound.
For sufficiently large kr, only the cosine term remains.

The Bilanin and Covert assumption is that the pressure, which equals
-iwcP, must be in phase with vortex sheet disturbances at the leading edge of the

cavity. Since the pressure has a phase difference of n/2 from 9P, we find that
the phase of the acoustic pressure is equal to kL + T/2 which is their result.
The downstream moving vortex sheet disturbance was characterized by a
spatial frequency Kr L and a phase YP which were determined by an analytical
method to be discussed in the next section. The phase relation over the entire
feedback loop is then given by

K L Y+ TT + T_ /4 = 2nn (4)
r

n being an integer. Here the vortex sheet displcerment r is assumed to be
given by

K'x i(Kx x -Wt + cP)
T1 ei-Iuc r (5)

where K. is a spatial amplification factor, while K is the real wave number
and Y is the phase representing the la. of vortex sheet displacement behind
the iorcing at the leading edge as noted above. The acoustic source at the
trailing edge is assumed to he at its positive maximun, when rI is at its
negative maxinkum (a phase difference of T, re•tivc to the maximum positive
displacement). A formula akin to Rossiter's formula is obtaine'd foom Eq. (5)

as

fT I n - /A - Y /2 T

u Ia
0 1/N' M (6)

where in effect a '/K u and a cp/2 -4 3/8.
r o

Good agreement was found with experim-ntal data from L/D 4 to
L/D - 7 mainly at Mach numbers of 1.5 and 2.0. From a theoretical standpoint,
however, not only is the notion of a single source in free space as a representation
of the back end of the cavity an extreme simplification, but also the representation
by a two-dimensional source requires further study of ranges of validity
especially when applied to cavities long in the streamwii-e direction.

In an attempt to include the effect of L/D on the equivalent source potential,
Block 9 inclhAded the first image source reflected in the bottom of the cavity.
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Again her results were obtained by fitting curves to a set of calculated points.

However, using Eq. (3) to asymptotically represent both sources, we obtain

for the additional phase shift, 6, relative to kr - T/4 in Eq. (3)

tan 6 -sin w [ +4(D/L' - 11

w (7)

Block finds that her curve fits an additional phase shift equal to . 514
('.•L/a.

When the arguments of the trigonometric function are smaE enough for

sin x to be represented by x and cos x by unity in Eq. (7), the phase shifts given

by Block and by Eq. (7) are as listed below at a nominal U L/a = 1.0 as

Table I (L) L
D/L E. (7) .514(D/L) -

2.0 1.035 1.028
1.0 .495 .514

. 5 . Vitoý . ?251

.25 .05737 .12N5

It should be noted in considering the limits of validity 3f these approxi-

nations that w L/a :-- fL/u

M~ock, following Bilanin and Covert, i;kes condition for the phsc,- around

the feedback loop to be

K L + 7 + Y + + h 2n , 8)
r

where (f is as above the lag in displacemen1t of the shear layer -it the leading

edge of the cavity behind the fo'cing mechanism there, while is the diffe-.•.ence

in phase between the source and the she,,r layer displacement at the t.r.ilinA

edge, and h is the phase differer.ce which Bilanin and Covert took to be

- ,/4 + ()L/a. Biock's curve fits lead to

h .. .1/2 + u'. ( + .514 D/L) P
a

giving a difference of .1/4 in the conimtant term from preious rasults affec"ifng

che L/D case. However, 8 was taken equal tW - T/2 and cf was ta en

to be zero, leading to
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f I/u n+(0
1/k r + M (1+ .514/D/Y,) (10)

where as before n is an integer.

It is clear from the procedures described above that all attempts to
rationalize the Rossiter formula through analytical phase computations for some
or all stages of the feedback process are attended by arbitrary assumptions
which can only be given validity by reference to experimental data. Block does
present considerable experimental data which show a small but definite dependence
of cavity resonant frequencies on I/D when governed by the modified Rossiter
formula. The other thrust of this data, shown in Fig. 3, is to illustrate that
resonance also occurs at points somewhat off the Rossiter predictions and on
the curves corresponding to the organ pipe (depth) frequencies of the cavities
when corrected for open-end effect by the empirical end correction formula
of East. 8 However, it will be shown later that East's empirical formula ignores
the effect of finite cavity width which, at least on theoretical grounds, may be
the important end correction parameter for narrow slits with the long dimension
transverse to the stream which were used in East's experiments.

A fundamental observation which Block made from her data, which has
also been indicated by other data such as those of Quinn 6 and East, 8 is that the
intersection of the frequency curves predicted by Rossiter's formula and the
frequencies for internal resonance of the cavities seem to constitute a
criterion for strong oscillatory response of cavities, especially those which
have intermediate L/D ratios (e.g., 0.5 to 2.0).

Analytical Estimates of Transit Times ir, Rossiter's Formula

The two transit times in Rossiter's formula have been the subject of
several analytical investigations. The simplest and earliest analysis bearing
on this problem relates to the wave speed of disturbances on two-dimensional
vortex sheets parallel to an infinite plane wall in incompressible flow (Ref. !,
Vol. I1, p. 379; see also Ref. 6). For a vortex sheet formed by two streams
of equal density with an outer stream of infinite extent and velocity V and an inner
stream of velocity V hounded between the vortex sheet and a wall located at a
distance D from the vorteic sheet, the relation between complex frequency G
and wave number k is given by

22
(Q + kv)2 + (+kVW) coth kD = 0 (11)

for a surface disturbance of the form r ce
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Th.s equation may also be considered a dispersion relationship for the speeds
of waves of various wavelengths. In the cavity problem V' is usually taken to
be zero. The solution is then

k V ± ik -cothkD
1 + coth kD (12)

When D is infinite, this gives

kV + ikV (13)
2- 2

Since the phase velocity of vortex sheet disturbance may be taken to be c =

GR/k, we obtain the simple and important result

cI = v/2 (14)

If D is not infinite the corresponding result is

cV
R I + coth kD (15)

Noting that k 2fl/A, where X is the wavelengtti, in Eq. (15) coth kD
is significantly different from unity only for wavelengths less than about one-
third the distance D. Since from the standpoint of the streamwise coupling
process for a cavity of length L, wavelengths of interest tend to be of length L,
this correction seems to be significant only for cavities of very low LID, in
which case the physical approximation of the cavity by an infinite plane wall is
very doubtfu I.

For compressible flows, the problem of the vortex sheet parallel to a
plane wall becomes much more complicated and simple closed form solutions
of the dispersion equation cannot be obtained. There are, in addition, many
modes of wave propa ation and selection of the most critical modes is necessary.
Belanin and Covert, as has previously been noted, obtained numerical
solutions to permit them to calculate phase angles foj -parts of the feedback
process implied in the Rossiter formula. More recently, Heller and Bliss1 i

extended the range of numerical solutions. They identified two propagation
modes, one of which corresponded to a downstream moving wave whose
important component was vortex sheet distutrbance, and the other of which
was an upstream moving wave whose principal character seemed to be acoustic
in nature. By using these wave speeds to determine transit times to be used in
the feedback transit time model, an analytical counterpart of the Rossiter
formula was calculated. (We note, however, that this is still far from a
complete analytical treatment of the cavity resonance problem, since the cavity
walls other than the bottom are completely unaccounted for in the aerodynamic

analysis.)
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Figure 2 shows the results of the Heller and Bliss analytical model
in comparison with experiment. Also shown is the Rossiter formula with k -
.57 and ca = 1/4. Where there is significant disagreement between the analytical
model and the Rossiter formula, mainly at subsonic speeds, it is seen that the

Rossiter formula gives closer agreement with experiment. Sharper examination

of the results obtained by Heller and Bliss for wave speeds (plotted in Figs. 4

and 5) indicates that the area of agreement of their results with the Rossiter

formula and with experiment generally corresponds to conditions (wL/a > 0.5,

L/D > 2, . 6 < M < 2. 5) for which the downstream moving wave speed - V/2

and the upstream wave speed was close to the velocity of sound in the cavity.
Thus, the confrontation of analysis with these experiments falls far short of

providing a critical test of the theory vis-a-vis simpler theories snd purely

phenomenological constructs.

Finally, reference should be made to another line of investigation of
vortex sheet stability which has been applied, particularly in the case of
water flows, to study resonant flow conditions. Rayleigh (Ref. 1, Vol. II,

pp. 392-400), found that, in contrast to the simple result of Eq. (12) which

predicts wave amplification for all wavelengths, !ntroducing a finite width
for the vortex sheet had the effect of limiting the wavelengths of unstable

disturbances to a much narrower range, roughly of the order of the vortex
sheet thickness. More recent investigations, especially those of Drazin and

Hrjward1 5 and Michalke 1 6 ' 17 have dealt with vorticity distributions roughly
approximating jet and boundary layer profiles in incompressible flow. These

can be applied to calculate wave speeds and wave amplifications which affect

feedback cycle calculations. 18

CavityAperture Impedance

Plumbee, Gibson and Lassiter5 have emphasized the role of the

coupling of cavity oscillations to the external air mass through the acoustic
impedance of the air mass external to the aperture of the cavity. This, in
the case of a still air external field, corresponds to the classical "end-

correction" of an organ pipe or Helmholtz resonator in acoustics calculated
over a century ago by Helmholtz and Rayleigh (Ref. 1, Vol. II, pp. 176-183).
The idealized model for this coupling is the passage of a plane acoustic wave
on an infinitely thin plate (usually only one-half the calculated effect is used

since the flow inside the pipe or cavity near the end is hardly represented by
the model); a separate inside end correction, which may be substantial for

constricted pipes, cavities or resonators as in Fig. I (a), (d) and (e), has
been given by Ingard 19 and applied to a specific resonator problem with aero-

dynamic flow coupling by Panton and Miller. 4 The internal end-effect problem
for sufficiently constricted cavities seems to be very nearly the same as when

the air external to the cavity is stationary in the usual acoustic case, and we

shall not deal with it further here. The external end correction plays a
central role in the theory of cavity oscillations of Plumbee et al and, as
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will be shown, may also have significant secondary effects in the application
of other analytical methods to the cavity oscillation problem.

Before going into the theoretical basis for calculating cavity aperture
impedance, it would be well to give some of the major objections which can be

made to the oversimplified approaches and linearizations employed. In the
model of Plumbee et al, the presence of a nor-uniform stream in the boundary
layer immediately above the aperture is ignored as is the mixing of the external
flow into the cavity; the possible unstable motions of the vortex sheets in the
boundary layer are also not taken into account.

Further, the formation of a jet efflux from the aperture and its mixing

with the free stream are not considered. Evidence for non-linearities in
aperture impedance, probably associated .with turbulence of the acoustic flow
through the aperture (in the case when there is no mean aerodynamic flow outside),
has been presented by Ingard. 19 The arguments for the consideration of aperture
impedances based on overidealized linear acoustIcs and uniform external flow

conditions must rest on the degree to which agreement with experimental data
is achieved or improved by this means. The correlation with experimental
data of Plumbee et al does indeed indicate a good correlation of calculated
frequencies for maximum cavity response with exper'mental data for both
subsonic and supersonic speeds. Some further confirmatory evidence as to the
utility of the linearized impedance, as at least a gross measure of a significant

effect, is also provided by the subsonic data of East 8 and Block. 9

The linearized acoustic problem of passage of a plane wave through

an aperture in an infinite thin plate requires the solution of the integral equation
for acoustic velocity potential, Y,-kR

r ay e- dO (16)

where Y/60n is the normal velocity through the aperture, dO is the element
of area k w/a, w is the circular frequency, a is the velocity of sound, and

H J(x - )2 + (y_
iwt

The motion is harmonic as varying as e The pressure is given by
p = iwY and is required to be constant over the aperture, while )CP/C~n is to be
determined in the aperture, being, of course, required to be zero over the

remainder of the plate. For the plane wave, the wavelength X , is given by
A 2TT/k. Thus kR is 2TTR/A and, if the wavelength Is large compared to the

dimension of the apertuye, Eq. (16) may bc approximated by
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•0= l-. dn u -dd (1.7)

The second term represents a kind of dissipation in the form of wave energy
transmitted through the aperture. However, we will not discuss the dissipative
effect further here. The first term is of immediate interest since it represents
the flow through the aperture in incompressible flow, which is physically a
natural consequence of the assumption that the acoustic wavelength is large
compared to the dimene ions of the aperture. This term, as will be seen,
leads to a reactive or "mass-like" impedance to flow through the aperture.

Helmholtz and Rayleigh (Ref. 1, Vol. IU, pp. 176-180), recognizing
that the problem in the long wavelength approximation merely requires solution
of Laplave's equation for the aperture, related it to the problem of finding the

static electric capacity of a thin conducting disc having the shape of the aperture.

This problem can be solved exactly for discs of elliptical shape. The conduc-
tivity of the aperture, which is defined as the reciprocal of the specific reactive
impedance. is found to be related to the electric capacity, M, by

c = rtM (18)

for unit density.

The reactive impedance is that of a plug of air having the area of the

aperture, 0, and a virtual height, a, which constit,,tes an end correction for
the depth of the aperture (or an appropriate equivalent length for c",-,stricted
or tapered cavities). Thus the reactive impedance, Z, is given by Z = iwPOQ.

per unit area, and the specific ih 'edance may be given by

z = ipwa (19)

In terms of conductivity, c, since

0 (20
c

this leads to

z=i -) (21)

Rayleigh shows that for elliptical apertures tor qn unrestricted air mass
on one side

21a
SF(e) (22)
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where a is the semi-major axis of the ellipse and F(e) is the ccmplete elliptic
function of the first kind whose argument, e, is the eccentricity of the ellipse.
If b is the semi-minor axis of the ellipse, e = 1 - (b/a)2 . The ac3ustic con-
ductivity of the ellipse (one-sided free space) may also be represented as a series

4 6IT e e
c = 4- (1 +-+ --- +*..) (23)

64 64

where the term outside the parenthesis is the conductivity of a circle of equal
area. Up to an eccentricity of 0.5, the error incurred by neglecting the entire
series in parenthesis is less than three per cent and thus the formula

n 4(24)

19
is often recommended as a good approximation for any compact not too
elongated in shape. For elongated shapes F(e) may be approximated by

F(e) - tn 4/k/ (25)

wher' k' = b/a [1-. This is good to within a few per cent when e

is greater than .5.

Rayleigh also noted that the circle is the shape of aperture which gives
minimum conductivity for a given area and that any addition to area will increase
the conductivity. Thus, for example, the conductivity of any aperture is bounded
by the conductivities of an inscribed and a circumscribed figure.

The concept of a constant end-correction independent of k fails when applied
to the limit of a two-dimensional aperture as is evident from the logarithmic
infinity exhibited by Eq. (25) when k' is made to approach zero. This Is not a
consequence of the approximations made in arriving at Eq. (25) but rather is

fundamental and deep-seated, having its roots in the nature of the two-dimensional
logarithmic potential. The problem has been discussed in detail by Rayleigh
in connection with the notion of a two-dimensional organ pipe. 2 0 This difficulty
of going to a two-dimensional limit. in the end-correction has been overlooked
by several investigators. It has even been suggested in the literature that the
hydraulic radius can be used to relate the end-correction of a circle to that of

a two-dimensional opening which, of course, is incorrect. Plumbee, Gibson
and Lassiter 5 calculated aperture impedances n umerically and their results
include the pertinent three-dimensional effects, but perusal of either their
formulation of the problem or their tables will not illuminate for the reader the

existence of a difficulty in going to the two-dimensional limit. East, who used the
impedance tables of Plumbee et al to calculate frequencies of maximum response,
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also attempted to determine simple end-corrections for frequency, "following
Lord Rayleigh's lead." However, he was forced into an empirical curve fitting
process. His cavity ap ,rtures were all narrow (with the long dimension, w,
transverse t(: the strearn). In terms of the streamwise cavity dimension, b,
and the cavity depth, d, his formula for the organ pipe frequency of the cavity was

fd =

a 4 (1 + .65 (b/d) '75 (26)

where f is the frequency in Hertz and a is the velocity of sound.

East's cavities ail had the same long dimensions (w = 18") transverse
to the stream so such an empirical correlation without reference to w is
possible. However, the resulting formula has no general validity for other
geometries. Block 9 did use the formula to correlate other experimental data
for apertures of different geometries,but to the extent that agreement with
experiment was improved by this device, it must be regarded as fortuitious.

Using the conductivity of ellipses inscribed in East's narrow rectangles,
the end-corrections for parameters corresponding to East's experimental data,

all of which are at Mach numbers less than .2, have been calculated according
to Eqs. (20), (22) and (25). The results are given in Fig. (6) and show good

agreement with trends and fair approximation tc, the values of observed fre-
quencies. Parenhetically, it should be noted that Wood's experimen.tal data
showed that oscillations occurred at practically constant values of Strouhal
number based on cavity length, independent of cavity depth. Correspondingly,

the values of the disturbance convection velocity factor k , varied from about
0.4 to 0.6. v

Because exact solution of the electric capacity problem in closed form
for aperture shapes other than ellipses has not been possible, and because when
resonators ha\, pipes or necks the outgoing flow is con3trained in a way quite
different from in flow through an infinite plate, a different approximation is
often used to estimate open-end corrections for resonators. This approxi-

mation is based on the assumption that the conditions at the aperture may be
represented by a rigid massless piston oscillating transverse to a plane wall.
The impedance from the exterior air mass to the motion is calculated and then
constitutes the end impedance of the open end of the resonator. Rayleigh (Ref. 1,
Vol. II, pp. 162-169; 196-198) points out that, although the solution obtained
for a circular piston of radius R is without restrictions ae to the smallness of
kR, "it is only when kR is small that the presence of the piston would not

materially modify the question."
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Plumbee, Gibson and Lassiter have calculated the piston impedance for
rectangular shapes numerically, not only for a stationary air mass external
to the cavity but also for both subsonic and supersonic flow. The questions
raised concerning appropriate piston boundary conditions under conditions of
external flow in relation to corresponding open-end boundary conditions have
not been addressed by Plumbee et al and the cautions quoted from Rayleigh
above have not been considered. However, in the pragmatic spirit which
attends all analyses of aerodynamically coupled cavity oscillations, a vigorous
approach to the problem again yielded an impressive degree of agreement with
experiment.

Plumbee et al give as the expression for the force of a piston oscillating
in time with transverse velocity u 0 eit in a subsonic flow at Mach number, M

0

u r rrY ~ -ikI 2 tI-M(x'x)+D]
J 2TT dx. dy dx' dy"

0 0 D (27)

2 1 - 2  2 + ( , Y 2 a e t e d m n i nwhere P 1_M and D =A(x'-x)2+ F2 (y'-y)2. Here ty and Lx are the dimensions
of the rectangular aperture transverse to th3 stream and along the stream ref-lec-
tively.

It is interesting to note that this formulation admits a first-order term
for small kD (as in Eq. (17)) which corresponds to a steady linearized sub-
sonic flow and this in turn permits a standard Prandtl-Giauert-rGoethert trans-
formation so that, for small kD

Z(M '= Z(0,O' lMx' x y 128)

For nearly square apertures using the approximation previously discussed
in connection with Eqs. (23) and (24) that conductivity varies as the square root

of area as does the end-correction (since OL = c•/c) we have the simple result
for specific impedance (i.e., piston force divided by piston velocity and area)

z(M,•' ty ,)z(0, x, 4y) (1 - M2 )4 (9

The variation of the reactive part of z with Mach number for aperwures
of -ty/ILx ratios of 2.0 and 1.0 is shcwn io Fig. (7) for ktx = Wux/a = 0.5. At
higher values of ktx, the curves are no longer linear with ktx and the simple
method of Mach number correction does not apply nor does the simple concept
of an end-correction for an open cavity. It can be seen that the simple correction
method applies reasonably well up to Mach numbers of about 0.6-0.7.
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Finally, it is interesting to note the very slow variation with Mach
number in properties of elongated apertures having their narrow dimension
along the stream thus approximating the ordinary slender body and low aspect
ratio wing theories in aerodynamics.

For such elongated cavities, the simple inscribed ellipse formula based
on Eqs. (21), (22) and (25) gives good approximation to the reactive impedance
as shown in Table II below. Also shown for comparison is the impedance at
M 0. 80, which is seen not to differ greatly from the value at M = 0.

Table II
Aperture Reactive Impedances

M=0 and M=.8( )
t . = 0625 t ,/ .125 t /t 250
y x Y. x Y x

Eqs .EH) qs. (2 1), Eqs. (2 1),
( t /a (22), (25) Ref. 5 (22), (25) Ref. 5 (22), (25) Ref. 5

x

0.50 .0414 .0394(. 0424) .0689 .0655(. 0712) .11032 . 1050(. 1158)

1.00 .0827 .0777(.0773) .1379 .1285(.1273) .22064 .2048(.2010)

1.50 .1241 .113(;(.1092) .2068 .1869(.1775) .33095 .2949(.2739)

Self-Excited Oscillations Induced by Ingestion of rYcundary-Layer Air

12Treanor and the author analyzed and experimented with a ducted
resonator similar to that in Fig. 1(e). Defining a variable ' such that

q d (30)

where q is the oscillatory rate of volume flow into the duct, the equation of
motion for the resonator was expressed as

2 2

d 2• H dP a 2

s --(31)
A dt2 - q dt + V C5I

where P is the air density, a is the velocity of sound, V is the resonator volume,
ts is the duct length, As is the duct area and is a factor to account for taper
in duct area. C is given by
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f= d(x/ s

A/A (32)

C)H/ is the rate of change of total head of air entering the duct with change

ss

of flow rate. As long as relatively smooth flow from the boundary layer into
the inlet is occurring, this factor is positive (greater head at higher flow rates)
and in Eq. (!3I' which is essentially that of a mechanical oscillator with a single
degree of lree~om, the 6 Hs/)q term appears as a negative damping. In a
physical system, there will, of course, be some positive damping to offset
this, but under certain conditions self-excited oscillations may occur. In
the experiments of Ref. (12), these were encountered but under conditions of
oscillations around a steady flow into the inlet. A simple theoretical criterion,
using measured positive damping for the resonator, gave reasonably good
correlation of stable and unstable cases. The frequencies of instability were
all very close to the classical Helmholtz resonator frequency of the system.

It would appear, however, that the same mechanism could come into play under
some conditions of zero mean flow. The onset of instability proved quite
sensitive to boundary layer conditions and injection of air into the boundary layer
ahead of the inlet to make a more linear (laminar-like) velocity profile reduced
h H /8 and eliminated all instabilities.

s q

For two-dimensional conditions, it is interesting to note that Lorentz
in early investigations of the origin of turbulence expressed the energy growth
in laminar steady streams of non-uniform velocity (with components U, V)
due to perturbations (componerts u , v21

12 12
With E - P (u + v ) constituting perturbation energy per unit volume

Dt jJEdVz PJMdV-• P NdV (33)

where V is the volume, P is the density, P is the viscosity and

FU2 au+V2 6V +U/ v + ý _

+ v ( +

N = -- -uy

A similar process, perhaps expressible in terms of mixing length, must take
place due to transfer of energy between layers of tuibulent shear flows due to
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perturbations of the mean flow. From a practical standpoint, there are
several experimental indications that energy transfer to the cavity by the
mixing of boundary layer air may be important, although as is usually the
case, the experimental evidence is also possibly consistent with other explan-
ations. First, Dunham7 found that cavity oscillations could be entirely
eliminated if a step of sufficient height were placed ahead of the cavity
aperture. Frank and Carr 22 found in their efforts to find means o- ailleviating
intense cavity oscillations that "the cavity configurations that had the greatest
suppression of oscillations were those where the shear layer did not enter
the cavity." And over a century ago, it was observed with organ pipes whose
oscillation was maintained by a "sheet of wind" that "when. . .the external air

tends to enter the pipe, it carries the jet with it more or less completely,"
and indicated that the organ pipe would not "speak" when the air jet was deflected
ro as not to enter it. (See Ref. 1, Vol. 11, pp. 219-221.)

Conclusion

Our survey of the state of knowledge concerning the oscillations of
cavities coupled to aerodynamic flows has disclosed a great variety of
empirical, semi-empirical, heuristic, pragmatic and phenomenological
methods of analysis, many of which depend on rather involved mathematical
models of some aspects of the problem. Virtually all are limited in scope
to prediction of the frequencies at which large amplitudes of cavity oscillation
will be encountered, although in those theories which view cavity oscillation
as simply a resonant response to a given forcing spectrum in the external
flow, pressure amplitudes are also predictable. However, the notion that
the external flow spectrum remains entirely independent of cavity response
seems hardly credible for large cavities and certainly cannot account for all
observed phenomena. Nevertheless, virtually all of the methods discussed
have given results having some reasonable agreement with at least some
experimental results and there seems to be little doubt that the various
phenomena emphasized in the various methods play Come role in the physics
of cavity oscillations, the relative importance of the various phenomena being
different for different resonator geometries and flow conditions.

What is needed are some new attempt~s at understanding at least
approximately the detailed mechanisms of the cou~pling of the cavity to an
external flow field and the resultant energy transfers which such coupling
makes possible.

If one needs to be reminded of hew difficult and intractible the problem
Of Cdavity resonance has been, it is only necessary to consult Rayleigh's
cliscussion of the problem of explaining the sustained oscillation of organ
pipes, which, like the cavities of interest in aeronautics aind astronautics,
are driven by a "sheet of wind" (Ref. 1, Vol. 11, pp. 219-221). Then, too,
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there were two or three different phenomenological explanations, overlapping
in some ways yet quite different. As to the practical problems of controlling
and suppressing undesirable cavity oscillations, as Rayleigh said, ini relation
to organ pipes, "in matters of this kind, practice iti usually in advance of
theory; and many generations of practical men have brought the organ pipe
to a high degree of excellence." Nevertheless, in the complex and expensive
technological ventures of the modern age, more is demanded of science and
engineering than a contemplative viewing of practical progress by trial and
error over several generations, and the cavity oscillation problem, because
of its pervasive nature in so many areas of modern technology, certainly is
one which should be made more amenable to rational analysis and design
solutions.

312



REFERENCES

1. Rayleigh, Baron, The Theory of Sound, Dover Publications, New York,
1945.

2. Rockwell, D. and Naudascher, E., "Review of Self-Sustaining Oscillations
of Flow Past Cavities," Trans. ASME, Journal of Fluid Engineering
Vol. 100, June 1978, pp. 152-165.

3. Rossiter, J. E., "Wind Tunnel Experiments on Flow over Rectangular
Cavities at Subsonic and Transonic Speeds," British Aeronautical
Research Council, R&M 3438, 1964.

4. Panton, R. L. and Miller, J. M., "Excitation of a Helmholtz Resonator
by a Turbulent Boundary Layer," Journal of the Aeronautical
Society of Ame.ica, Vol. 58, No. 4, October 1975, pp. 800-806.

5. Plumbee, H. E., Gibson, J. S. and Lassiter, L. W., "A Theoretical and

Experimental Investigation of the Acoustic Response of Cavities in
an Aerodynamic Flow," Flight Dynamics Laboratory, Technical
Report No. WADD-61-75, March 1962.

6. Quinn, B., "Flow in the Orifice of a Resonant Cavity,' AIAA Student Journal,

Vol. 1, 1963, pp. 1-5.

7. Dunham, W. H., "Flow-Induced Cavity Resonance in Viscous Compressible
and Incompressible Fluids," Fourth Symposium on Naval Hydro-
dynamics," ONR, Washington, D. C. , 1962, pp. 1057-1081.

8. East. Lo F., "Aerodynamically Induced Resonance in Rectangular Cavities,"
Journal of Sound and Vibration, Vol. 3., No. 3, 1966, pp. 277-287.

9. Block, P. J. W., "Noise Response of Cavities of Varying Dimensions at
Subsonic Speeds," NASA TN D88351, December 1976.

10. Bilanin, A. J. and Covert, E. E., "Estimation of Possible Excitation
Frequencies for Shallow Rectangular Cavities," AIAA Journal,
Vol. 11, No. 3, March 1973, pp. 347-351.

11. Heller, H. H. and Bliss, D. B., "Aerodynamically Induced Pressure Oscillations

in Cavities--Physical Mechanisms and Suppression Concepts," Fflght
Dyramics Labora Technical Report, No. AFDDL-TR-74-133,

Febr3uary 1975.

313



r

12. Treanor, C. E. and Flax, A. H., "The Effect of Boundary Layer Profile

Airspeed and System Geometry on the Stability of Flow in Suction

Systems, WADC Technical Report 55-318, July 1956.

13. Powell, A., "On the Edgetone," Journal of the Acoustical Society of America,
Vol. 33, No. 4, April 1961. pp. 395-409.

14. Morse, P. M. and Ingard, K. U., Theoretical Acoustics, McGraw-Hill Book
Co., New York, 1968, pp. 755-758.

15. Drazin, P. G. and Howard, L. N., "The Instability to Long Waves of
Unbounded Parallel Inviscid Flow," Journal of Fluid Mechanics,

Vol. 14, 1962, pp. 257-283.

16. Michalke, A., "On the Inviscid Instability of the Hyperbolic Tangent

Velocity Profile," Journal o2 Fluid Mechanics, Vol. 19, 1964, pp. 543-
556.

17. Michalke, A., "On Spatil.ly Growing Disturbances in an Inviscid Shear

Layer," Journal of Fluid Mechanics, Vol. 23, Part 3, 1965, pp. 521-544.

18. Rockwell, D., "Prediction of Oscillation Frequencies for Unstable Flow
Past Cavities, Trans. ASME, Journal of Fluid Engineering, Vol. 99,
1977, pp. 294-300.

19. Ingaid, U., "On the Theory and Design of Acoustic Resonators," Journal
of the Acoustical Society of America. Vol. 25, No. 6, Nov. 1953, pp.

1037-1061.

20. Rayleigh, Lord, "On the Open Organ-Pipe Problem in Two Dimensions,"

Philosophical Magazine, Vol. VIII, 1904, pp, 481-487; Scientific
Papers, Vol. V, Dover Publications, New York, 1964, pp. 206-211.

21. Schlichting, H., Boundary Layer Theory, McGraw Hill, New York, 1955, pp.

313--314.

22. Franke, M. E. and Carr, D. L., "Effect of Geometry on Open Cavity
Flow-Induced Presrure Oscillations," Aeroacoustics: STOL Noise

Airframe and AirfoilNoise, Vol. 45, Progress in Astronautics and

Aeronautics, Eds., I. R. Schwartz, Nagamatsu, H. T., and
Strahle, W. C., 1976.

314



U U

Figure 1. FORMS OF RESONANT CAVITIES
Is) CLASSICAl. HELMHOLTZ RESONATOR, (b) DEEP CAVITY,

(c) SHALLOW CAVITY, (d) CONSTRICTED CAVITY,
(o) CAVITY Wil H ENTRY DIFFUSER

3..C L - - 3rW-1

3.2 :-i-awi-2. --

~~~~~E LID I. ,PIENU

Exa mo ita LJRl.1

Fiur F M OF RE ONNTCVID

1 MODE 3

( A CAVITY, 3. CONTRICATE AVITD ,

go ~ ~ 0. . 12 1 2.0 2.-5 2.W=

FREESTREM MAH NUB,

FR *IE) CAVITWlH NROSYDITER RMULA

56- A

S' i =-4o -, -

0.4 ____L/__,_|SMLLSC M0062- "a

00 . 0.4 0.-- 1.2" 1.6- 2.0 2•, . 4 2." 3.2

Fiur 2., ,• . CO PA IONOE PEI EN A

FREQUENCIES WITH RS R'S FORMULA

AND" THE THOR OF H- LE ,AND.BLIS

, 315



L84TN TO KFTN &AT=S

616TI 166 L

KM=WSE. 1AIMIn (all
-LKUSCOF

--0L

% 0

EXPERIMENTAL DATA (REP. 0)
WITH ROSSITF.R/SLOCK FORMULA

AND ORGAN-PIPE RESONANCE PREDICTIONS

CALWAATIN POITS U IMF.1

S.?0 9 -1.9J~~~ 6. - .,.5

- ----- ---- --1
0.4--

1.1 1.6sis L 2.8 3.1

wno TEM KEUim E.Al

1J I~ T aTUAI C4v SIUS

v"E "SW AT VILUATI

Figure 4. RATIO OP REAL P.'RT OP WAVE PHASE
VELOCITY TO FREE brREAM VELOCITW I

(DOWNSTREAM MOVING WAVE)

316



V]

---- - - - - - - - -- -ie -. . . ---

*L9

! ,

0.,

o --- •/'--I

I i___o

o.6 t. 1 ' 1.6 2.' 2, 3.6

FIR STKA, MACN No.. M

SI - EIIEIUC 560S1Y

%

M- IRNCY I RAONICSISS

A, -NLCTY P SIB m
MILL AM AT ITAGNAImII C011011

0 - ARTA!M 0 WALL P3CM CUBE
U AN 1OV1I0 AT VEULOCTY I,

Figuro e. RATIO OF REAL PART OF WAVE PHASE
VELOCITY TO VELOCITY OF SOUND

AT STAGNATION CONDITIONS
(UPSTREAM MOVING WAVE)

CALCU."U RV UIT

I ITRCAM -- , INT IF CAVITY V wS.Swu6.
+ i - SCAVITY b -AM w - 6.11

*l HI m.TKA1 VA" vCAVITY a- fW Vo - 1.16

aVRAM WW a

j; o" (i (n)

N CA- AILUAPU, - .6 : -.11 -P- bi -6.1 -L .....

2. 4.I to6 1.-
CAVITYw UTo I LE4Ng~ RATS. /

Figure S. RESONANT CONDITIONS.COMPARISON
BETWEEN EXPERIMENT AND THEORY

317



0.3---------- I -Fy/II 2 0 -•

03 I- ....

1.0

0.2

RECTANGULAR APERTURES I

R.tfIDm,.tp FREOUJEW4C (A Ix 0.5

I CROSS SYR'AM DIMMSiON

1, STREAMWISE OMENSIW
"EXAC)" VALUIES-REF. 5 -

MAC" NO CORRFCTS*. EqI12) - -

0 , 0.7 0.4 o.1 0. 1.0
MACH NW. M

Figure 7. VARIA' ION OF REACTIVE
IMPEDANCE WITH MACH NUMBER

II

318



AD P000 3 2 7

)N TIME STRUCTURE OF TH1RE.;E-DLMENSIONAL

SIOCK-INDUCED SEPAIATED FIDO REGIONS

.4. •by

Z•I1. Korkegi, Director
Advisory Group for Aerospace Research and Development (AGARD)

Neuilly sur Seine, France

-- A study is made of existing experimental data on three-dinensional

skewed shock-wave interactions with both laminar and turbulent boundary

layers and recent results in, which extensive regions of turbulent separa-

tion were obtained. Comrparisons show that the structure of three-dimensional

shock-wave/boundary-layer interactions is not fundamentally different for

laminar or turbilent flow; it is primarily dependent on the extent of

separation. A qualitative description is given for the flow structure

from irn.ipient to large extents of separation. For the latter, a secondary

incipient condition arises within the primary separation vortex. For
still larger extents of separation it is deduced that a secondary vortex

arises adjacent to the surface and totally embedded in the primary

separaticn vortex.

Copyright AIAA. ReprinLed with Permission.
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On the Structure of Three-Dimensional
Shock-Induced Separated Flow Regions

R.H. Korkegi"
Air borce A ero Propulsion Laboratory, Wright-Patterson A FB, Ohio

A study is made of existing experimental data on three-dimemrslonal skewed shock-wave interactions with
both laminar and turbulent boundary layers and recent results In which extensive regions of turbedent separation
were obtained. Comparisons show that the structure of three-dimensional 1,iock-wave/boundary-layer in-
teractions is not fundamentally different for laminar or turbulent flow; it is primarily dependent on the extent of
separation. A qualitative description is given for the flow structure from incipient to large extents of separation.
For the latter, a secondary incipient condi'ion arises within the primary separation vortex. For 0till larger extents
of separation it is deduced that a secondary vrtex arises adjacent to the surface and totally embedded in the
primary separation vortex.

I. Introduction invariable large." 5 Lack of evidence of multiple vortices for

IN recent years much progress has been made toward the turbulent case prompted two investigations' 0 " of sharp
the under standing of three-dimensional shock- Aedges mounted normal to planar surfaces in a supersonic

,,ire/hc,)undary-layer interactions through studies on such stream, whereby the wedge angles ,,re varied fromn low
itodels as blknt protuberances-fins, cylinders, etc.-mounted values (relatively weak shock strengths) to high values (strong
on hiat paates (varying siock strength), and streamwise cnt- shocks) which resulted in extensive turbulent separation and
pression corners made up of sharp-edged intersecting wedges, the appearance of more than one vortex. 11 It should be men-
or of singlewedges on flat plates (consiant shock strength).'- tioned that some years ago McCabe'" noted "a terdency

Strong sirnilarities have been noted between the charac- towards a second separation in the dead air region" for large
ici ,i tot ss o and three-dimensional shock induced regions wedge incidences.
of Npa i.at ion. I1 tihe case of blunt protuberances, several in- With the information presently available on three-
sestigators have pointed to the strong resemblance of the -low dimensional shocky-wave/boundery-iayr interactions much is
struclture in lh: plane of synimetry to that of two-dimensional now known at least qualitatively about the physical aspects of
iirteraerions,'n In the case of a strearawise compression corner, the flow. It is the purpose of this paper to describe the struc-
a more rectnt investigation' shows that spanwise pressure ture of three-dimensional separated flow regions from in-
dist i butions and the extent of separation for both laminar cipient to extensive separation. Specifically discussed is
and turbulent llow ,trongly resemble those for the respective sepa, ation due to a plane-skewed shock wave interacting with
two-dimensiconal cases these obsersations have suggested a boundary layer on a planar surface as a step n the un-
that three dimensional sh•ck -wae/boundary-layer in - derstanding of the more general case of three-dimensional

reractions could he viewted locally as equnivalent t two- separation due to shocks whose strengths vary along lines of

dirncrrtonal ones w ilh strong cros,,flow and mass 'uction• . interaction.
(to account fk r tlie scaselngirig by s.ortices generated in the II. Definition of Flow Model
separated region in the the thr'e-dinetsiwonal case). The interaction flow model, shown in Fig. I, represents a

Also identified recently is tho effect of boundary-layer tran- single axial compression corner (wedge on flat plate). The
sitiowr along a 'one of tircc-dlrnen,ional shock interaction, model could also be a double compression corner (axial in-
'.shereby thile CXenrsie separationi ot a -ininar boundary laver tersection of two wedges) which has a more complex shock
collapses, through the transition region Io tie smaller one of a structure. The comron feature of these models is that in
urhrbuleni boundary layer. hi could, iin foci, collapse entirely both cases a skewed shock inteiacts with the boundary layer

it the pressure rise were not stufficient It, sustain turbulent on a planar surface. In the experimental data presented fur-
•eparation. In both eases the excess sorticiiy is presumably ther on, no distinction is made between these two models. The
carried dowinstream by the Ilow, eventually to dissipate.

[.isdence of multiple vortices itt regions of three-
dimensional separation abound, for the interaction of the V
bosv shock of a blunt protuberance with laminar or turbulent
boundary layers. ' "o this configuration, one has locally the I . -

very strong inleraction of a normal shock with the boundary
layer in the plane of symmerry.

In the case of a ',treamwn'ise comprcssimn corner, multiple r
sortices have been mainly found for shokk interactions with ykOCV

laminrar boundary layers for which regions of separation are

Recetved tune 30, 1975; re••sion received November 26. 1975.
Prc.wired as Paper 76-16s ai rhe AIAA 14th Acrospace Science,, .
Mheeting. Washingron.D( J..lanuar 26-28, 9176. 1hi study was in-
deriaken at the former Aerospace Rcsearch I aboraorics.

Indc\ categorre,. .Jet%, Wakes, and Visrd-Inviseid Ilow In-
treaction-; Shock Wiaes and I)ctonation' Supersonrt- and Hyper-
soiit H'ow. M

"Sc3iior Soetr'. Ramici li'i'ioni A2socraie tetiow AIAA Fig. I Flow model.
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Fy.2Sketwed sihmx Ilegrscgilon with a turbulent houndai'N tiser of
A4I 2,5 Ororn~l Ref. 101. ut Unsepurute~i 6. i *; hI II %rCllpuratiof Fi. Nkrwed shock interactiions, with weeordury wepoarslnn. a) Tur-

Wme~veepralon6. 11.hulent 6. 20". N1f - uic. of C. H. Law'19): b) lamhinar
6. ' M 12.5 O(1mm IRef. 91.

coor-dinate systemI used In NuhsequcaIt figurek." I" also definied it;
Fig. I.

The termis "separation"' and rta ml''for the flit C." A. Surface ýltow puller".
dimensional case ar%: used in a h idt.cr -.eoise than Ini the t~sc Figure 2 Oiovnýs :I sequience of oil flow photographs from
dimensional case inI whicii they are cosninlyassociat.d 1Ref. 1 0 for pi ogressi% ely' larger wedge angles at Mach numberwith a point (or line) at which the surface shear vfishi'.h III 2., 5 and Reynolds number bas.-d on chord lengmn of 20x 101 sothe threc-dintenistonal case, separation Is, associated wit), I litfl that the bo .undarv laver is turbulent over almost the entirety

orevl~i flmiigsiamie.''Fo pyia, of' the surface, The pmltern v, essentiallyronic-il as observed inthough perhaps less precise standpoint, separation may he other skewed shock interaction studies for either laminar orviewed as a line along which the flow Nfts off a Conti Inuouls tutbulent bmt)ndary la~yers.
solid surface, and real tachmient. a line of flow impingement r,1 Fig. las the sh~ock strength i~s insufficient to separate the

face %hear niormal to these lines vanishes; btthe tanlgential lines) whicli ate sinmply deflected by the shmk wave. n Fig.2b
p l an e o f s m m t r o a c o t n u u s p r a i n i e A li e x- c u m u la tio n lin e 'T o r o xi m a le l c tong o f s e p a r a tio n ) a n d th e

tc2~isve discussion ofthree-dimrensiontal meparotion is gisen by less-well-dcfinedinbadln ln which the oil flow linesWang. 1, diverge (approximate location of reattachment). This
III. Comparison of Laminar and Turbulent Interactions sprtdrgo opie igevre.i i,2 h

separated region i~s seen to be quite exten!ýive and the oil flowAll laniinar datli kins~i to the auithor, for at skevvd shock lines exhibit a secondary inflection near the center of this
interaction, slios e t\nIscIIIýe iI t:iec -d i I e IiI)n iont Iscpaia- rcgion below which (lighter area) they again turn toward .hc

on ~ Recenit Vspcrimentat ditta Ir thle turbulentl case oil 3ccusinlation lint. This inflection is interpreted as the ap-
iase cy'tCInded SlkC%%Cd ',hock s1trengths, (kCdgv angles) it) taigi: proach, with increa~iqt shock strength, to a se!:ondary

5.itiis, "' th lus generatingsi-al regiows of separation sepatration within the primary vortex. The study of Ref. 10
kOilII .able \% i Iith the lailnaIl onde', does not quite extend that far.
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1(11 ers, 'itrony skewed shwk:1 intcract ions w ith i w htent
homikdims tavierN, one does indeedct obtain ;-econd oil a
t imiit~iton tine iidiieiative of* scconstarv separation ias Shoss ni

Ili lip. 3
d Iromihcthe udyoui Ref. ii. colurIr-SYo!C. H. I al 25'

I tliei tIr mcs of' the oil f'low pat tern are Slittuz:v identical ito
those for fihe laminar case as illustrated in I-ig. 3b taken f'rom
RO 4. lit both 1Figs. 3a and 3b the reattachmeni tinle4
3, s1C.ItaIcd kA it itI 1w primary vorre it tcv cry na ticath cor ner I tit P.
inied ha tlie %crtic~it wedge adil tile plate as tle Macn riuitier, %
Ili both -tscs itre rec~ltivetlk high. T-he Secondary reattachmcrim
ltine. ltist to lit: right oit thle secondary -eParation tine Ior the

tý-niiiili c~asc of 1Fig. 3b,. does not clearly appear in the tur
bnlicnt ;I,,c o1 H g. la, f~loat Probably because of the effect of
miuch lic her shear rates t~or thle tatter, combined with a 2

ikklmiiaet tai rc Oil accumnulatioin britbi,:.

2 4 6 2 4 6 6 10
I lilt Il hv dci c oh' simitaritsv betas cit eslernivi turbulenti 1) 1/.

iii ,ol I' 1.11 sepa rat ion due: to it skeas ed Shock interaction is ig 4 I-pnwl prell%~are dlsiributhionk, vt Turhultint.1 M 3.1..
v'ise it Ii itII 4 %%hlici Stiil%S I silailsa Sc pl c~sure distribution h. 20% 11'; h pmflinuir i4 ti, f A -~12. 2

I'l licaeto eashl tivtle, kloilg Iloinl I igtt to telt, file

'CAIllml0 )cbginritgilly kitliiciit to it plateau bevoti:
as loh it eshibitsia tip and then ;t large prcssiic rise and o\.el 01-
shotil issolciated with icattiachmenet - 1 lie dtill appear, to be7

,II,-los (i I I 115 I tush ll1lentililil tit hie reatiactittg f'lowA "(I I

10h II% 1l ,'pmation aili mi- ing \t ih i 1w mintel Stream, It
'iOl1id Ilk' iiot1eL thatl it dipl IS JilSi 101i1d , lOld isIS OCIl nl~iOv

11 iIi'I~i Ii ith plane tit ssimc i ili sticir\ ii~Il lit it bluntl
p1 oullwil'si ... SiilH'IVItliClois* 101 %%55 l iich c Se1s01111l
SetuIIl SI %O1 tlces appeiar tear 11W baseo 01 tic PIi tiibcidimki

R SH
Il-1 teial tiui ti'irtles,, asl,1 hici ar cIaNIcailt knowsn to 'Ica~k it " *O

kI edtis tillollHim. t etl5iltW ;I\ I)CAS~i In it' .epdldlOflai Ii 5i' /

stlikk In Iteris I It'll. I lti! 1\%oi peaks arc .iscit2 ,ith thle Ila
I v11t lili link-ues ds iitscrscdi elSeshIk ie and sh imil Ili

1 i1. si t'Ilev Iliitlal Case. It snould hIt li, dt that thle lilt
htikslltei does nIc llt Ihibil dý tlti (Itik' III twit. I ars lii~t)"l

Ilk. ilikilt I 0 ibcI Ht % \i5 i tiie Ii IhiiS LII. llIlidI s111 d Ill hr 1

i,cith ol lids coiii itl'tlail' rl h11c ilSi' 11a I\pillis iuc t i sib1

k-IsClkiIit-lii iC i slicl %\ CL1 ,I Ist fora lk hI' l Iht.llel dlmllsiollss. ~ ~ lalf~iT ull i~.A '

1. IIrsA Satruicture

I tw v10 115'0 slIIItSOirslII 1 sOcltsllle111k 'cal thit thle idiAls irrni Ier1 Re
'IlokICictI liks of ti~ ' sliosk iniitic~d sitalltist rteplol titt)

lilt i~ltibt Ii\ hjsjý illit Iclikt bets'n titlilijkl Arkid till. IIr I ig:. 6 lilt ýasedge 'atigleo 01Slokk siriiigtih 15 >natt and thfe
hn~ilcm 1115m lot tllllplrahbe ictelis Il sealaimior ic1 stioJ hoiiltlýafs 1d5(l 11115 acrToss tire Shock wase is, fully attached.
Illiik'is~ilIiS ilei.'hsIt 101 i'tI115i51) IIcCC :oV tou.loi c It, indicaitki h\ thle imild i-iirntg oft lili. Surface shear tines,
k:i'AIfI\ Illiehi ll geflot0 Itthillblillill 11,Ir Il it,ir i tso iand OtIu Ilila slighrt inlilctiLon betole aissumoing their new direction'
tlie itlaill tit OwIn';\ lliluk:11m uciiri tlCs hekainse iol III 'n.ili 'it pitlet it) liet wiedge lace soittle distatrecdownstream alter the
Illillifif InI 111111 ilc kwAnid mrolecultl nilstigl I filte 11111cr, (',tii distuirbed botlldar a layer has IuIls relaxed to its new con-
Canl Cotijvl1t ire "5IlI i ahigh' degice (It Coli mishnc hýit these $i11 loll I tue sarruhol Sit inidicates the location of* the wedge-
sim~ilat iticNlst Il151\ piesAl for tAk rs-liMiteISIilrlil Iiltis Scpar ation, mtilcduc 'Irol:k wias , and It, thle begintnin~g ot' interaction, or

1 101i1 tI;i' es decIIC pres illVIis IlICIlI~ti)id, ItI i. iioM. possitIC thle hlne liloig a\%Inch thle boiundary layer begins to iespond ito
it, icil ic IhII,. sirrietire III thle se-parated Ili,\% resioni resulting t1v icm jullip11111 geirerated b\ the shock wave. As, shown in
ti toil Illk' 111ltliiilllof irt As~kc-Ase shokck 55115i\ aWilill~e C1 aM I it! 6ar 12). I_ [itc component oft %urface shear normnal to tile
tltlimial Ili tillbitictit botmiii\ir laver Sin1ce, bajsically . tile l\40 lilt ies 01 illrak:i on eeal dec~reases, ili absolutes %attic, with
dlt tsr 1111 Ini tile Iintelisits kit thet ,iiolkA Ajae required to i shiditi Lilip at thit appromiutnae shock location fin trasevrsing thle

,iodi 1ck: at keillitl emictt ti1 separatlion. ecimon(ito imrlicraiilt from right tIli Ilt-f. i
I iurfic 6 1055 s qtiahitai\0 I ch a'quenkcti rI loas klijiar lciti I igý O b tire aedge atugle has heeri increased to the point

tL'l stics fromurliisepmaraed iloiA ito \tcli'iae sepalartion on ashvre rlil bouiindary lailet is onl thle verge of'Neaatn asit
plirar sur lakce Lauscd 1's aI wctge-irudticcd shoc~k kasas ti k1Itl;Iciles [lilttl rircy oll the s tir lttIace shear ie lii~ poiint
p iogressa it.t Ill' casuing strenugth. Fle lines ot interaction Oon of iiitcctioii. I,. fitt approminrure Shock wsave direcction fll-
lilt: Slit iICeaC ;isentCliatlt' ~onical, as titdi rutyall es- kli5 ,,icd hN I tfll InittIc:1ir sep~altiotut. At tIhis Point T,, just
pSI Ilincinld Imeiitf-tlpals ll" tfhisl, aiial torrier configurationi. equ~.0 S /il o,
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R following ohsecsations wcic made: 1) F-or the lamninar three-
01 ,a dimtensional case, as for tife two- timcnsional case, R smnallV / shock-induced pressure ric causes extensive sepa.';.iion, 2)

I-or the turbulent three-dlimensional case, a pressure rise
tin gicater than 1 .5 is required Io induce separation, and a con-

siderablo, greater pres'surlý rise is necessary to produce ex-
flensise %eparat ion;. 3) Iiit t ransv'erse platie, t'hrec-ditiiensional
Separation I'. Similar ito iw -ditnensional separation with mass

I*She w RS traitster.
(r 77,(2 o 2 Front the priesetit siudy, the following conclusions arise: IH
oU~~~~LTh % Itc t ilcture of' thle three-dimensional interaction is not futn-

damntcnally different for lmnror turbulent flow. it is
of uNSEPARATEO bII iNCiPIFNT primarily deptendent on the f.xtent of separation; 2) For large

R n ~ Cmenttt of' separation dlue to a skewed shock interaction, a
5' c I . SEPARATED seon01darN ioeipicnit condition arises within the p.-imary

~~ separarlot region following which a secondary separation
arirsc% tor still tairget extents of' separation. It is deduced that

LO~~' lif taellter floss str'tctrire takes the fort I of a secondary surface

1) URFýE SHEARtINES %orte\ embedded Iin thc primiary one, the secondary vortex

SECM(1)~I 2) SURFACE ShEAR scaciskw tIp'slovi, troutl thle l'iriiary sotte\ which, in turn,

____COMPONENT__ NORMAL seas engies f1o" fromt this' oticoriii *g boundary layer.

0iM 0 4tu~r ftre ditni,n ha-INdu SURFACEia~il NORMt 'K I I-H. "Su rvey of RHsou 'Inperac'tion Assrciaten winthe
lii ~ ~ ~ ~ ~ ~ ~ T FgbIo stl ieiwdeii LIN Et S OF Htighl Moitcha Numbl FIgt, A Jor.l Vol. 992 Map 1971

Als Sewe fron iusta1 IN li tileiuc. lon .06 ;Wi.h sotl 196ce Naveat WeNIin Centerl

which~ ~ ~ ~ ~ ~ ~~~~~~~~~~~lict thIdsie tratmftttt , uiegisI5iikt tii.eric 'anditi Kttier'ed RIi , "Saprhuiaienterniacion in thet
Fit . Si run, r going throug 'ciir0 ts epnaltit sh w indu e epa* ~trealn Collie k iit Inio~on %k d e at i I fi R~ , --, ii-disiN,, mbcr .- AIiii

ltc fiintg. 6c her IStill lirepci v si ioii iile heo I s 'I si'Iii ofiral Vo 10. IIsr 1972 rp 02-656

sepratonsLtced ii ig c )~sft'ss ti~i "e sepr'Ig "Isoimim. t It :1- t lnci oiti, ~ iio t ( I i nd Thrk eeg i men.si onal
a dregion ils.-aairrz stre mline ate tiot it~ saunte, %Ai tfiet \( va Shoj \kaielia tiis ,ii atmmiLayof Interaction ." b .4ween lu~nt Vol. 1hoc

asep\ eted fre~ont pi ra i Ili lit fog %h s fke -,e Mii~ 1r 72, pp !ii t 10e as, O
lilies~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~~~~~~eie Clf% sHdctieo clltlol" Idtl m lil .iidmnn A iichF~eris. C V .1 Jr'thve yeigalor of ahr[-fi

AsIJ lie, sepa,cied rgon' gcia055 i itimem . , 0negc ;i k. him t' icil l-triensoiiamcl 'sti firali ted ere t fi in Oubstact. Koundai, fav.. at-

spiat togn , a'-ing iae tr u h scr ilt Cse ti alil of :I fi s lr face real \1_1 s7 Is m 1 , jl(,o i,-1.1 l
lahu 'toin iieii.e tialfi ifiche I iii I C tf 11 1 I I fii', (oiu ifouuI M 1ls,1ik H I ) .ud W ns iit M,'A Stud ofI HspeId
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icaipitational fluid dynamnics in genorcil, an ixv )-01)epd f inite-
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and it is -this aspect which is the subject of the present paper.

What is computational fluid dynamics? It is the art of replacing the
governing partial differential equations with numbers, and advancing these
numbers in space nd/or time to obtain a final numerical description of the
complete flowfiel4 of interest. The end-product of ccmutational fluid
dynuadcs is indeed a collection of numbers, in contrast to a closed-form
analytical soiution. However, in the long run, the objective of any engineer-
ing analysis, using closed-form analysis or otherwise, is a quantitative
description of the problem, i.e., numbers.

Kraiu um i'. ir.i. mjur exampie of cciqiutational fluid dynamics.was the
work of Kopal [4), who in 1947 compiled massive table of the supersonic flow
over sharp cones by rmerically solving the governing differential equation
(the Taylor-Maccoll equations [S]). These solutions were carried out on a
primitive digital c.zputer at MIT. However, the first generation of compu-
tational fluid-dynamic solutions appeared during the 1950's and early 1960's,
splrred by the simultaneous advent of efficient, higb-jpeed computers and the
need to solve the high velocity, high temperature re-entry body problem. High
temperatures necessitated the inclusion of vibrat*onal energies and chemical
reactions in flow problems, sometihes equilibrium and othertimes nonequi-
librium. Such physical phenomena generally cannot be solved analytically,
even for the simplest flow geometry. Therefore, mamerical solutions of the
governing equations on a high-speed digl.tal computer were an absolute neces-
sity. Examples of these first generation ccmiputations are the pioneering
work of Fay and Riddell (6] and Blot.tner [7] for boundary layers., and Hall et
&l [8] for inviscid flows. Even thcugh it was not fashionable at the time to
describe such high temperature gasdynamic calculations as "computetional fluid
dynamics", they nevertheless represented the first generation of the discip-
line.

The second ge~teration of computational fluid-dynawic solutions, those
which today are generally descriptive of the discipline, involve the appli-
cation of the conservation equations to applied fluid-dynamic problemas which
are in themselves so complicated (without the presence of chemical reactions,
etc.) that a computer must be utilized. "xmples of such inherently diffi-
cult problems are mixed subsonic-supersonic flows, such as the supersonic
blunt body problem, and viscous flows which are not amenable to the boundary
layer approximation, such as separated and recirculating flows. For the
lattbr case, the full Navier-Stokes equations are required for an exact solu-
tion. In these cases, the ti.e-dee dent technique, introduced in a practical
fashion in the mid-1960's, as c-aed a revolution in flowfield calculations.
Time-dependent calcuilations have now become engineering tools for sow prob-
lens, and are nearly so for others. The time-dependent techmique is the
major subject addressed in the present paper.

This paper ir not a survey of computational fluid dynamics; Refs. (9]
and [10) nicely serve such a purpose. Moreover, the powerful application of
steady-state finite-difference solutions to practical problems, such as super-
sonc rTeld calculations about the space-shuttle (11], are not c-msidered
here. Rather, some specific applications of the tine-dejp!!24ant technique to

problems of engineering interest, drawn from past and -cu,-rent work of the
author, are discussed. In particular, examples of time-dependent calcula-tions are given for: (1) supersonic blunt bodies, (2) Saadynamic lasers,

(3) chemical lasers, and (4) ipternal combustion engines. The latter itm--
the calculation of flowfields in reciprocating IC engines -- is a new and
ver• promising application ina field of extreme contemporary importance. In
each case the question is posed: Is computational fluid dynamics an egineer-
ing tool? _Hopefully. after reading this paper, the reader will answer:"y/es, but--"
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T . PHILOSOFHY OF TME TME-fl- ENiT T7M IggE

The idea of •ie time-dependent technique is best presented in the con-
text of an ex ple. Consider the fiowfield about a blunt body moving at
supersonic speed, a. shown in Fie 1. There is a detached curved bow Mock
in front of the body, and the flow between the body mod the shock haM mixed

,0.0O I .

Fig. 1. Model of blunt body flowfield
and grid system. Arrows show final steady-
state velocity field for a parabolic
cylinder at Mach 4.

regions of. subsonic and supersonic flow. Imagine that the flowfield is
divided into a number of grid puints, as shown. Now guess (or otherwise
arbitrarily specify) the values of the flowfield variables (pressure, density,
velocity, etc), as well as the shock wave shape and detachment distance.
(Unless you a~e a wizard, the guessed flowfield will not be the correct one).
Consider these guessed values to be initial conditions at time t a 0. Then,
at each grid point, calculate new values of the flowfield variables at time
t = at, where at is a fixed time increment, chosen to satisfy certain stab-
ility criteria. Specifically, if p(t) is the density at time t at a giv-'n
grid point, the value p(t+At) can be obtained from a Taylor series expansion:

P (t+At) p(t) a"t+ 2at) (

In eq. (1), (t) is known. The derivatives, (L ) and ( ) are obtained
t

from the continuity equation (in cylindrical coordinates):

*Pv +- - (2)
e i Zan

In eq. (2), all the spatial derivatives on the right-hand side are known
numbers -- they are given by central finite-differences

apa

etc., using the known flowfield values at time t. 71-s, a number for W
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is obtained from eq. (2), which gives the value of the second term in eq. (1).
a2 P

The value of r can be obtained by differentiating eq. (2) alternately with

respect to x and t. In this fashion, the application of eq. (1) at each grid
point allows the advancement of the flowfield variables at each grid point to
time (t+*t). This entire process is repeated for a number of time steps,
during which the shock wave will move, as shown in Figure 2, and the flow-
field variables wl."C change, as shown in Figure 3 for the stagnation point

00

-!, 0 ,1 2.0
0

Fig. 2. Time-dependent shock wave
motion, parabolic cylinder, Mach 4.

pressure. Note, however, that at large values of time (after many time steps),
the variables do not change very much, and the shock wave becomes almost
stationary. I.e., at lUrge values of time, the flowfield approaches asymp-
totically the proper steady-state values. This steady-state is the desired
result -- the transient calculations are just a means to the end. Also,
numerically, this technique has 2nd order accuracy.

3.t13 1 1

3.m

2,3 I I j

0 1 1
NJN -0OilN AL 10

Fig. 3. Time-variation of stagnation
point pressure, parabolic cylinder, Mach 4.

What does the time-dependent technique do for you? In the present
example, the steady flowfield about the blunt body has a region that is sub-
sonic (described by elliptic equations) and another region that is super-
sonic (described by hyperbolic equat'ons). This mixed nature of the flow
make6 a consistent steady-state solution extremely difficult. In contrast,
the unsteady flow is completely hyperbolic with respect to time -- for both
the subsonic and supersonic regions. Thus, an initial value problem is well-
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psedand the complete flowfield is obtained numerically in a relatively pain-
less manner.

The application described above was first developed on a practical basis
by Moretti and Abbett [12) in 1966. It was subsequently extended by Andersn
et al [13-15), among others. Time-dependent calculations of blunt body flow-
fields have now become standard engineering tools for industry and government.

More recent time-dependent calculations employ a modified philosophy,
after that of MacCormack L16]. Here, eq. (1) is replaced by a two-term series

P (t+At) a-o t) + (;I) a 4
ave

ap
where (it) is an average between t and (t+6t). This average is obtained by

ave
first "predicting" the value of p(t+At) using forward spatial differences in
eq. (2), and then using the predicted values to "correct" P(t+At) by utilizing
reanward differences in eq. (2). This "predictor-corrector" approach is also
of 2nd order accuracy, Pn has the advantage of negating the tedious calcul-

atlon of a , hence saving computer time. The MacCormack approach appears to

be the best available finite-difference technique in use today, and it is stAll
being improved [17). Indeed, for viscous flow solutions, it has been very
recently revolutionized (18], with orders of magnitude reduction in computer
time.

The value of At in eqs. (1) and (4) is obtained from the Courant-
Fredericks-Levy (CFL) stability criterion [19), namely

at ! Miniimum of (~'va(5)

Physically, this means that At must be less than, or at best equal to, the
time necessary for a sound wave to' propagate from one grid point to another.

Clearly, the time-dependent philosophy is a straightforward method of
calculating rather complex flowfields. We have already seen an example where
it has oecome an engineering tool -- the blunt body problem. Other examples of
time-dependent engineering tools are given below.

III. GASDYNAMIC L.SFRS

Gasdynamic lasers are essentially supersonic wind tunnels in which a non-
equilibrium expansion through the nozzle creates a laser medium. If mirrors
am. placed on both sides of the test section, a powerful laser beam can be
extracted. The physics and technology associated with such lasers are des-
cribed in a recent book2 u.

The heart of a conventional gasdynamic laser is a vibrational nonequilib-
rium expansion of CO2, N2 and H20 or He. In turn, time-dependent calculations

have been advantageously applied to nonequilibrimu nozzle flows in Ref. 21,

and have subsequently been used to calculate gasdynamic laser performance 2 2 ' 2 3

The nat,'re of time-dependent nonequilibrium flow solutions is illustrated in
Fig. 4, which illustrates the variation of the combined vibrational energy of
N2 and the v mode of CO2 through a simple wedge nozzle, eviblI. The dotted

line represents the guessed initial distribution of evibI, the solid lines

are transient values during the approach to the steady-state, :,., the solid
circles are the final steady-state results at large time. The advantage of
applying the timv-dependent technique to such nozzle flows, %here ncmequili-
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brimu prevails both upstream and downstream of the nozzle throat, is that no
saddle-point singularity is encountered in the
throat region. Purely steady-state techniques
encounter such a singularity in attempting to
integrate through tie throat region, and re-

FO quire special mathematical methods to overcome
the difficulty. In contrast, the time-depend-

' Ao A, ent technique completely circumvents the

"*~ 17 .0.01 problem
2 l.

XC0. Q -O. 0. 01 Time-dependent calculations of gasdynamic

__M laser perforamnce lead to accurate results, as
S. ,. illustrated in Fig. S. Here, the small-signal

$,A ,s,TAI laser gain, a direct measur of the population
inversion in the laser gas", is plotted as a

IM function of distance through a wedge super-
1-100041 sonic nozzle and n constant area section down-

stream. The solid line is a theoretical pre-
dictioi. 4rom the time-dependent method, and

" I MD&the open L;rcles are experimental data obtained
S101in the 3-megawatt arc-tunnel at the Naval Ord-

. .ice Laboratory (now the Naval Surface WeaponsL Center). Clearly, good agreement between
thee";' and experiment is obtained.

Such tinfe-dependent calculations of gas-

0 oSdAa AONTAG MULL W dynamic ia~er performance are now a fairly
standard engineering tool, •d are available

Pig. 4. Time-variation of from a proven computer code . This engineer-
vibrational energy of N2 and ing tool has been recently used to study var-

2 tious fuel combinations for combustion-driven
O2 V t gasdynamic lasers,-. Also, the time-dependent

laser nozzle. program2 4 , or variants of it, have been use
extensively by NASA AmesM6 amd Rolls-Roycel7,
among others, for calculation of laser per-

Po 1. 2ATM formance.
To - IMP* K IV. CHINICAL LASERS

XCO, C 0M

•1o." In a chemical laser, the active medium
is created as the direct product of a chemical

-.8- X reaction2 8 . In the HF supersonic diffusion
. -laser, the chemical reaction and resulting

laser action occur in the mixing region of twou - o supersonic streams of Flourine and Hydrogen,
0.0 / 01KPRIO • O,. '-WMGAWA ARC TIALI as sketched in Fig. 6.

ZL 'ozztt ,0Time-dependent calculations of this
M00T DISTANCI FROM TH•ROA ki chemical laser flow have been made by Krchari

ow 011cj1,• - et a12 9-3 0 , solving the complete two-d&mension-
al Navier-Stokes equations with detaj*ed multi-

Fig. 5. Comparison of theo- component diffusion and finite-rate chemical
retical gain obtained from a kinetics. These calculations are to most de-
time.dependent calculation tailed representation of chemical iaser flows
with experimental data from to date.
the Naval Ordnance Laboratory.
PoW10.2 atm, To=1580*K, Details of the equations and numericalanalysis are given in Refs. 29-30. Even though
"XO2=0.099' XN2=0"89, the Navier-Stokes equations are utilized, thebasic time-dependent philosophy is the same as
"XHZ-0"011" outlined in Section II above. For example,

consider a point at x/h = 10 and y/h * 0.375
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Fig. 6. Schematic of the supersonic
mixing flowfield f•r-an HF.diffusion
chemical laser, with the flowfield
conditions given for the subsequent
two figures. After Ref. 30.

PLOT OF TE]PERATURE VS TIME
AT x/h-l0 , y0 h,O3T5

4r -"s 6

0 .. . . 3D 40... ,

Fig. 7. Time-variation of t:e gas
Sstatic tempei ture at the end of the
duct; comparison between cold flow
(no kinetics) and M't flow (kinetics
switched on). After Ref. 30.

at the end of the computational region shown in Fig. 6. The time variation of
T at this point is shown in Fig 7. Dirn•g the first part of the transient
variation, the chemical kinetics are "switched off" to allow the purely fluid
dynamic phenomena to approach a "cold flotv" solution. The temperature increase
is due simply to viscous dissipation. Then, the chemical kinetics are switched
on, and are fully coupled with the fluid dynamics. The subsequent temperatum
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increase is due primarily to chemical reactions. Note that the final steady-
state is approached at large times; aguin, this steady-state is the desired
result, and the time-dependent approach is just a means to that end. The
stvady-stvte profiles of several vibrational level populations of the product
HF are illustrated in Fig. 8. Note that among several of the levels, desig-
nated by v. a population invcrsion exists; i.e., pv+l > Pv" It is this popul-

ation inversion that makes a laser work 20

10 DENSITY PROFILES FOf VARIOUS

WF VI1RATIONAL LEVELS

AT x/hI100

-050

025

0•

Fig. 8. Steady-state density distributions
of various HF vibrational levels at the end
of the duct. After Ref. 30.

Man), different calculations of chemical laser prcperties exist2. How-
ever, the prcscnt time-dependent calculations using the Navier-Stokes equations
ir.troduce the most recent generation of analyses. They have the distinct and
lmiquc advantage of being able to treat recirculating and separated flows.
They have the disadvantage, however, of consuming large amounts of computer
time -- the resultf shown in Figs. 7 and 8 required 30 minutes on a UNIVAC 1108.
-ence, such an approach is not yet useful for a myriad of parametric studies.

Rather, its applic;itioi is in the detailed investigation of several well-selected design po.;nts. For these reasons, time-dependent col-,itions of theNavier-Stokes equations for chemical laser flows have to be considered as '%ear-

engineering" tools at present.

V. INTERNAL. CMoUSTION ENGINES

in all of the above examples, the steady state solutions have been the
desired end-product. However, keep in mind that the time-dependent technique
is a finite-difference solution to the physically proper governing equations
for unsteady flow -- hence, the transient variations are real phenomena, start-
ing from the assumed initial conditions. Therefore, the t-"F--dependent tech-
nique is a natural for application to real transient problems of interest.

In this vein, a recent and very promising a plication of the t'it-
dependent technique has been maor: by Griffin et a13l and Di-"kar et a13, to the
flowfield inside a reciprocating internal combustion engii These calculations
have impact on the design of high efficiency, low emtssion IC engines, and rep-
resent a direct transfer of aerospace-oriented analysis to a problem of energy
conservation.

In particular, consider the idealized model of a piston-cylinder geomet-
ry as shown in Fig. 9. The flowfield between the top of the cylinder and the
piston face is computed as a function of position and time as the pistnn moves
through a conventional four-stroke cycle with the intake and exhaust valves

332



W'dTAKE E XHAIES T
VALVF >_ALAt

7* Y

2
Fig. 9. Geometric model and
computational grid for 1% engine
calculations.

opening and closing appropriately. Even though the cylinder geometry is axi-
symhetric, the oft-set location of the valves leads to an inherently three-
dimensional flow. The main problem is to numerically solve the complete three-
dimensional Navier-Stokes equations including multi-component diffusion and
finite-rate chemical reactions (for H-C-O-N chemistry), end obtain a complete
solution for the velocity, pressure, temperature and chemical composition of
the flowfield throughout the four-stroke cycle. The effects of turbulence,
the ignition process, fuel droplet brýkup, and proper coupling with the in-
take and exhaust manifolds should also be taken into accoiunt. At present,
this total problem is a horrendous task, and its exact numerical solution will
most likely be an evolutionary process over a long period.

a Soefirst steps in this evolution have been taken by Griffin, Anderson
and Diwakar1" In this wrk, the piston-cylinder arrangement in Fig. 9 is
assumed to be two-dimensional, i.e., an "infinite aspect-ratio" engine. It is
iound that such 2-D solutions save computer expense, while at the same time
providing valuable information on the qualitative and semi-quantitative aspects
of the real flow problem. Al:-o, in these analyses, combustion is not consider-
ed in detail; rather, it is artificial'y sinmulated by increasing the tiper-
aturo at the beginning of the poer stroke. In Ref. 31, the complete compress-
ible Navier-Stokes equations are solved, whereas in Ref. 32 compressiole invis-
cid solutions to the same problem are sought. Considerable details concerning
the equations, the boundary conditions, and the numerical analysis can be
found in Refs. 31 and 3, so no further elaboration will be given here.

Figs. 10-1 give some sample results from the Navier-Stokes solutions
of Griffin et al . Velocity distributions for the intake, compression, power
and exhaust strokes are shown respectively. The speed of the engine is 600 RPM
(idling". It should be noted that the Navier-Stokes solutions labor under a
severe restriction, namely that the unit cell Reynolds number (the Reynolds
number based on distance between successive grid points) must not be larger
than approximately unity. Otherwise, accuracy and even stability is comproT-ised. This is a natural problem encountered in all Navier-Stokes solutions9.

As a result, the flowfields shown in Figures 10-13 are for low Reynolds nuinber
-- a thimble-size engine at low intake air density. The results are therefore
dominated by viscous effects.

To circumvent this difficulty, purely inviscid solutions are obtained
by Diwakar et a13 2 . A sample of these results are shown in Fig. 14 for the
inviscid flr.,w during the intake stroke of a conventional size engine operating
at atmosphere conditions. Comparison ith the highly viscous case shows the
inviscid flow to be dominated by circulation patterns and standing waves. Even
more striking differences are observed on the compression and power strokes;
such results are described in detail in Ref. 32.
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Fig. 10. Velocity distribution Fig. 11. Velocity distri-
at a given instant during the bution at a given instant
intake stroke. Navier-Stokes during the compression stroke.
calculations after Ref. 31. Navier-Stokus calcu•lations

after Ref. 31.
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Fig. 12. Velocity distribution Fig. 13. Velocity distribu-

at a given instant during the power tion at a given instant dur-

stroke. Navier-Stokes calculations ing the exhaust stroke.
after Ref. 31. Navier-Stokes calculations

after Ref. 31.

S~However, the purpose of this present section is to emphasize that an
i interesting and complex flowfield does exist inside the cylinder of a recipro-

S~cating IC engine, and, that this flowfield must have soft impact on the combus-
'i tion processes. 11is work is just beginning, and future results will be forth-

coming. Also, a second purpose is to emphasize that the time-dependent finite-
difference technique highlighted in this paper finds u natural application in
such IC engine flowfield solutions. Finally, the present calculations are an
example of a numerical solution that is not yet an engineering tool, but which
-has promise of becoming a very powerful one in the future.
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Fig. 14. Velocity distribution at
a given instant during the intake stroke.
Inviscid calculations after Ref. 32.

VI. CONCLUSIONS

Time-dependent finite-difference solutions constitute a large bulk of
modern computational fluj.d dynamics; indeed, they have been developed to the
stage of "engineering tools" for some applications, and "near-engineering tools"
for others, as noted in the present paper. They have been used to obtain
steady-state flowfields as asymptotic results at large values of time. More-
over, such time-dependent techniques are natural methods for computing trans-
ient flows of interest. The example of the reciprocating internal combustion
engine is a case in point. Such IC engine calculations should enccurage a
marriage between computational fluid dynamics and future advanced engine devel-
opments.

Therefore, a contenTvrary answer to the question posed in the title of
this paper is "yes" in some cases, and 'no" in other cases. However, conputa-
tional fluid dynamics is still an infant in comparison to other forms of engin-
eering investigation; it has every indication of growing to be a giant during
the last quarter of this century. It is well-worth keeping abreast of its
future development.
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CONSTANT PARAMETER TWO COMPONENT CHANNEL FLOWS$

Kenneth R. Cramer
"• Thermomechanics Branch

Air Force Wright Aeronautical Laboratories

ABSTRACT

"Johnson and Von Ohain proposed the RHEA concept for accelerating air

to velocities significantly greater than that produced by expanding heated

air from a reservoir The RHEA process employs a low molecular weight gas

to accelerate a dense particle cloud to very high velocities which is then

separated ard introduced into .i expanded air stream which is then further

accelerated by the drag of the particle cloud. The air is cleansed prior

to its entry into the wind tunnel test section.

This paper exaiines constant parameter, two component channel flows

as a basis for designing the air acceleration section. Results demonstrate

that a constant static air temperature channel would be a useful choice

for producing high Mach nuiriber, high recovery pressure flows for testing

reentry missile nose tips.

The work was performed in 1966 in the Air Force Aerospace Research Laboratories.
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CONSTANT PARAMETER TWO COMPONENT CHANNEL FLOWS 9
Kenneth R. Cramer

I. INTRODUCTION

The Intermediate Re-Entry Heacing Energies Analyzer (RHEA) 1 system,

Figure 1, for simulating re-entry flow conditions in wind tunnels employs

a two component flow to attain significant augmentation of the air velocity

while avoiding the dissociation that would occur in equivalent conventional

high temperature 'Facilities. Solid particles are accelerated to high

velocities by the drag forces of hydrogen jets having velocities substan-

tially higher thin can be achieved with air. Momentum and energy are

transferred from the separated particle cloud to the tunnel air in the

mixing region. Finally, the particle cloud is separated from the tunnel

air prior to its entry into the test section.

Momentum and energy balances between the inlet and exit of the mixing

region can provide the exit air conditions. However, solution of the dif-

ferential equations for the flow system is requi:-ed to provide the channel

area scheduling and channel length. This paper present 3 numerical solutions

for the case of no confining walls and for selected constant parmeter

channels.
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II. ANALYSIS

The transfer of energy and momentum from the particle cloud to the

tunnel air will be analyzed as a steady, one dimensional, two component

flow with a sudden and uniform in~jection of the high speed particle cloud.

2The following are the equations for this system that includes the dissi-

pation of the particle cloud kinetic energy by the relative motion,

radiation from the particle cloud, and heat conduction between the particle

and air clouds. Also, the temperature was assumed to be uniform in the

small particles.

CONTINUITY (air cloud) (1

___(ppA rmpb- ._ Q (particle cloud) (2)

MOMENTUM U a _Ž_.___ .-.. (particles) (3)

+ K-A (mixture) (4)

ENERGY _- T+ - + ,(-p ,T-4 ) (particles) (5)

I +(4 W) ! mixture) (6)
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CLOUD DENSITIES (7)

STATE P (8)

STOKES RELATION•S - (9)

INITIAL CONDITIONS X=O: Ug = U Tg=Tg1 ' Up=Up 11 Tp=Tp & P- P 1  (10)
9 i g1  P

FINAL CONDITIONS X-,Ug9 T., Uv! Ug 2 * Up0 (112

9 g2  P2

P -" P2

Even though the a ticipated conditions at the exit of the mixing section

are stated, the dnalytical problem was solved as an initial value problem.

Also, the equations contain the cloud interaction parameter K and Soo2m

recommends that it be chosen as approximated in Figure 2. However, the

following representation was chosen to simplify the solution of the equa..

tions.
Km=U /Up and X=O: KmUpU /U , X- Km- 1 (12)

mP2  pP 2 ~

The consequences of this assumption will be revealed thru the examination

of numercial results for a range of particle spacings. This representation

requires an estimate of U and the following relation was obtained by
P2

evaluating the integral of the non-dissipative, mixture energy equation at

the inlet and exit stations
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(13)

SOLUTIONS

A. The system of equations was solved first for a range of the various

parameters without confining walls and Figure 3 presents the results for the

following initial conditions:

Upl = 17650 ft/sec, Tpl = 200R, Hafnia: Cp = 0.11 Btu/#m°R , Vp = 606 #M/ft

P- = 7.36, Ug, = 7730 ft/sec, M, = 41, TgI 14.8"R, eg = O.5l5xlOo # /ft3
9 2

PgI = 0.000409 #/ft2 & Ug Tv, - 16.4 ft (14)

The air velocity, total temperature, and particle temperature increase as the

particle velocity and air density decrease thru the mixing section. The

initial difference between the particle and air velocities heats the particles

which radiate and conduct to the air and this heating drives the inlet air

Mach No towards one until the air velocity decreases the slip velocity,

static air temperature, static pressure and density. The Mach number then

increases thru the remaining portion of the mixing section. Since no walls

were imposed and the component mass flows were constant, the particle stream

dialates and the air stream contracts, The approximately 6 percent reduction

in particle velocity limits the variation of Km which produces a strong

interaction between the clouds that is not warranted by the wide particle

spacing and the initial slip velocity (9920 ft/sec) according to the Figure 2

,nodel. The initial Reslip (s/d)=-136. However, eventually the slip velocity

decreases to near zero and then the strong interaction will occur and the

qualitative features of the flow system will be produced but over a much

3141
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greater length. Ine computed velocity relaxation length was 16.4 ft. Note

that U P2/Upl computed with Equation (12) was 0.938 which is approached. The

most important result of this calculation, for reentry missile nose tip testing,

is that the nose tip recovery pres;ure p,-oduced is 1.88 lbs/ft 2 which is far

below the desired 423,360 lbs/ft 2 (200 itm). Since the results show that the

total pressure increases in the mixing section, after an initial decrease,

the low value was produced by excessive expansion of the air prior to its

entry into the mixing section (M=41). Consequently, ill of the constant

parameter charnel solutions were based on an inlet M1l=.41.

Since the adequancy of the K, assumption was questioned, calculations

were made for a range of particle spacings, actually mass flow rates, see

Figure 4. The results are shown in Figure 5 and demonstrate that most

quantities computed for Figure 3 are not very different from the asymptotic

values for the higher particle mass flows. Thus, the general features were

demonstrated even with the strong coupling assumption. The plotted mixing

section length decreases rapidly with increased particle mass flows. The

lengths are incorrect even for the higher particle mass flows. A more

realistic, or experimentally determined, Km assumption is required for valid

length estimates.

B. Classical constant parameter channel flow solutions havw been

useful for selecting near optimum designs for various devices. Thus,

selected parameters were held constant for the initial design of a RHEA

mixing section and the system of differential equations solved for each case.

The initial values for all cases were:

Up, 17,655 ft/sec, T = 3580°R, dp 20i, Cp 0.11 BTU/#- R

p 606 #m/ft= 4.08, s/d = 30, M, 1  1.41,
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Ug, = 4125 ft/sec, T,, = 3580-R, Tgt 5000-R, P91 = 89,000 #/ft , (15)

2 - 3P t= 288,000 #/ft , e = 0.467 # m/ft ,and Ug9 Tv, ` 0.86 ft

Note that the results for the constant area channel were obtained for

s/d=20 and m /mg= 7.36.
pg

RESULTS

(1) Constant Channel Area, Figure 6.

Since the mass flow ratio was held constant also, the air and

particle velocities drop rapidly while the pressure and temperature increase

rapidly and the channel becomes subsonic along its entire length. Such a

channel is not practical in a wind tunnel application since it produces

extremely high air pressures and temperatures.

(2) Constant Static Air Pressure, Figure 7.

The rapid increase in static air temperature reduces the Mach

number to subsonic values near the entrance region and, as the heating rate

diminishes, it returns to supersonic values in the remainder of the channel.

A real channel may not flow in this manner and the problem can be avoided by

increasing the entry Mach number to mvaintain supersonic flow thru the channel.

Also, the area rAtio increases rapidly and then decreases to maintain a

constant static pressure as the static air temperature rises. Thus, a practi-

cal channel would terminate before the exit area becomes less than the throat

area that produced the inlet air flow. This channel is a candidate for the

wind tunnel application in which the cleansed air would be further acceler-

ated tu provide a high test section Mach number. Unfortunately, the static

air temperature would be increased by a factor of eight thru tie mixing

channel.
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(3) Constant Static Air Temperature, Figure 8.

The air velocity, Mach number, particle temperature, and total air

temperature increase thru the entire chanr~l as the particle velocity and

static air density decrease. Again, the area ratio increases and then

decreases and the channel must be terminated. Note, that the static air

pressure and Particle temperature increase moderately. Both are assets in a

practical design.

(4) Constant Static Air Density, Figure 9.

The static air temperature rise reduces the M.-ch number thrui the

channel i . remains supersonic. The area ratio is reduced to values lower

than the area ratio that produced the inlet air flow. The chanilel could be

shortened to avoid the starting problem, but only modest air velocity

-increases would be produced in very short cha-,nels.

(5) Constant Air Cloud Density, Figure 10.

This channel suffers from the same deficiencies as the previous

channel in addition to a subsonic portion and is not practical for the RHEA

system.

344



C. The constant static air temperature and static pressure cases are

the best choices for the RHEA design. However, the constant static air

temperature case is superior and the following calculation demonstrates how

the channel could be employed in a wind tunnel design after the particles

are magically separ'oted,

Design Test Section Conditions:

M=6 and Nose Tip Recovery Pressure 150-200 atm.

Truncated Channel Exit Conditions:

M=5.16, A/Al'.O,.05, Tgt/Tgtl=4 ,55, pgt/gtl =60.42, Ug/Ugl= 3 . 6 8

and q/ql=4.09

Expansion Conditions:

Minlet=5.1 6 , Moutlet=6  M=5.160 and /pt,M=6.0=1596.

Calculation

S(16)

11-841 0-01596 2000.C)9X0.435 2000 Z40. 6 O m -- 0.02965,60 1 ?Alooo
- 090.0O2929 143Ix-.7- t'sO095 140

I. 4o.0g 9 M 2o.6o . ,2 --••.Vz.

Since a 150-200 atm range for the recovery pressu1 'e was the goal, then a

larger expansion would produce a Mach number range of 6.27 - 6.71.
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III. CONCLUSIONS

The two component flow of the RHEA air acceleration section was

examined to select the most appropriate channel geometry. First, the un-

bounded one-dimensional system of equations was solved to exhibit the general

features of the flow and to examine the role of the parameter that couples

the particle ond air clouds. Results demonstrate that the assumed form o.

the coupling parameter produced too strong of an interaction and the

resulting channel ,enjgth estimates were incorrect. However, the beha,,ior of

the flow system was adequately demonstrated. The second effort examined the

flow system for channels in which ciiosen parameters were held constant as a

basis for selecting a near optimum chan.nel design. The constant static air

temperature and the constant static pressure channels were found to be the best

choices on the basis of practically arid ,o' >.tions produced. The constant

static air temperature channel was the bes! ..hoice and specific exit condi-

tions were chosen for calculating wind tunnel test section conditions of

interest for testing reentry missile nose tips.

RHEA type acceleration channels can be designed optimumly with the

two component flow equations if an improved cloud interaction parameter is

included to improve channel length estimdtes.

FOOTNOTE: There is an abtract physi-cl similarity Letween this
paper and S H. Hasinger's "Highlights of an Ejector
Analysis". The RHEA acceleration section is an ejector.

346



IV. REFERENCES

1. Johnson, E. G. and Von Ohain, H. J. P., "Generation of Ultra High
Total Enthalpy Gases Through Multi-Component Flow Techniques",
AIM 10th Aerospace Sciences Meeting Paper 72-167 or ARL 72-1000,
available as NTIS No. N72-26247 also ARL 72-1250, ARL 73-0065, and
ARL TR 74-0018.

2. Soo, S. L., "Fluid Dynamics of Multiphase Systems", Blaisdell
Publishing Company, Waltham, Massachusetts.

347

k1



IT
CI

04 w
0 w _w

0

g0 0.

0r 0 0
0 w0

ww

0IL

WV A

LLJd

00 wd
ZLiJ

0 0

4 0 0 wD
00

z L



IK
Km

1.0

Up oUg/ Ug Up

/A.Soo

-5
R2

PARTICLE CLOUD INTERACTION --ARAMETER

FIGURE 2

3419



K- to 0Iw
Uw

crO

0

ci

ILI

350



IO.

"'hpfn 9tig

I0

FIGURE 4

10

10 160 1000

S/d

351



ILI

• 

35

LW

L~1o.

* 
0

*9- -

a - S S3 I



3 0i

0

2oo 0

Iti
Ix

In
d

wN

0 0

0d

- w. N 0

o._ ~Idn/dn $•

In oOA8±eg4SL, t Bd/#, ebd/Bd, ,±/Bi/ p.
g o- i ,•/, o_.

353



aL 0

0 6

01

of 0A

0 0 0

Id CN

0 1 6J. SW 4./5

~~0.

3544



In.0

0

LI.x

0

Wi ~ .j a/ ~ 0 I .5~~ 1 
t /. I O 

4  
d ~ d

OD j~ f u x~ " '

L4.CIz
(35



- 0

- d

0)0

0 Z~0

0

Q IvI I

0.) 167505n/1--nT -~1- en).l DL/ .
LUv zns liiis

0356



rCIL

CID.

'C

Ul U)

z 0

0 -1

IBS/bd Idn74n 2 ____

Q0 i/ id.,/d1  0 2

0 /j~f~~ ;,IS6n- q Ct

357



'111i1: USE OF VUORTEX GLNERATORS AS INI,:XPENSIvL

COMPRESSOR CASING TREATMENT

by
C. Herbert Law, Arthur J. Wennerstrom, arid William A. Buzzell

Turbine Engine Division, Air Force Aero Propulsion Lab
Wright-Patterson Air Force Base, OH

C This paper describes an inexpensive form of casing treatment which

was found to inicrease both efficiency and stall miargin in an axial corn-

pressor stage and which could be easily and cheaply retrofitted to exist-

ing engines. The nuthod consists of placement of a row of vortex gener-

ators on the outer casing of an axial compressor, upstream of the rotor.

d Design techniques are described. An experinental investigation is also

described in which vortex generator tip treatment was applied to a single

stage axial compressor. Gains in comlpressor efficiency and stall nargin

were observed.

This work was performed under AFAPL Work Unit No. 23075127
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THE USE OF VORTEX GENERATORS AS
INEXPENSIVE COMPRESSOR CASING TREATMENT*

C. HERBERT LAW, ARTHUR J. WENNERSTROM, AND WILLIAM A. BUZZELL

Turbine Engine Div., Air Force Aero Propulsion Lab,Wright-Patterson AFB

The in-house program of research in axial compressor technology,

first at the Aerospace Research Laboratories and subsequently at the

Air Force Aero Propulsion Laboratory, is one of many which has bene-

fitted from the continuing interest, advice and support of Hans von

Ohain. This small contribution is offered as a token of the authors'

fond recollections of many fruitful discussions held with Hans during

this association.

Several techniques have been devised to improve the performance

of axial flow compressors with respect to increasing stall margin and

relaxing tip clearances. These techniques generally involve some

form of casing treatment near the rotor tip for the purpose of delaying

rotor tip stall or reducing the detrimental secondary ilow effects

resulting from excessive tip clearance. Most forms of casing tip

treatment which are now in common use employ casing inserts fabri-

cated of honeycomb or with circumfeiential grooves or slots. These

forms of casing tip treatment are typically expen.;ive to manufacture,

sometimes require appreciable depth in the casing, and are difficult

to retrofit to existing engines.

The wechanism through which most forms of casing treatment benefit

performance is not well understood. However, it is evident that in

some ways casing treatment acts to delay flow separation on the outer

casing and possibly also on the tip sections of the adjaL nc Jrfoils.

This can result in an improvement in performance at a given ti,

clearance or the ability to main~aiii a given performance at inc-eased

clearance. In instances where stall is initiated at the tip, an im-

provement in stall margin is often obtained.

* Presented at the Aerospace Engineering and Manufacturing Meeting

of the Society of Automotive Engineers, San Diego CA, Dec 76
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The type of casing tip treatment described in this paper consists

of a row of vortex generators on the outer casing of an axial compressor,

upstream of the rotor, for the purpose ot euprgizing the fluid boundary

layer on the outer casing adjacent to the rotor tips. The use of vortex

generators is viewed as an alternate and less expensive form of casing

tip treatment than other forms in common use. This form of tip treat-

went is also easier to r rofit to existing engines. The following

sections of this paper discuss the design, principles of operation

and application of vortex generators to axial flow compressors, Ex-

perimental results are presented which demonstrate the effectiveness

of vortex generators in one axial compressor configuration.

PART I - VORTEX GENERATOR DESIGN CONCEPTS

Several factors govern the cnoice of vortex generator config-

uration. First, should the design produce co--rotating or counter-

rotating vortices? Successful examples of both types exist for non-

turbomachine applications. To succeed in beneficially influencing

the casing boundary layer, it is obviously vital that the vortices

remain on the casing. We have assumed that the mass of fluid in a

vortex will behave according to the gyroscopic laws of motion. The

reaction of a gyroscope to a force tending to cilt the axis of ro-

tation is motion perpendicular both to the force and to the axis as

illustrated in Fig. 1. If it is assumed that the circumferential

pres3ure gradient from blade-to-blade within the rotor is equitvalent

to the applied force, then the directlon of rotatioh, of all vortices

should be chosen such that the reaction of the vortex is toward the

casing. This logic results in the vortex generators being staggered

in the same direction as the downstream rotor blades, producing co-

rotating vortices rotating in a direction opposite to that of rotor

rotation.

The second most important consideration concerns vortex generator

height. Reference (1) provides some useful empirical guidance con-

cerning vortex generator design. Vortex generator height (Q) is the

length dimension with which all other length dimensions have been

non-dimensionalized. One approach has been to make h equal to or

slightly greater than the local boundary-layer displacement thick-

ness. In the turbomachine, other considerations may be more import-

ant. For example, Reference (1) indicates that the vortices from
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" well. designed co-rotating configuration will remain effective up to

"a downstream distanze of 80h to lO0h. Furthermore, tbe vortices will

nct bEcome fully effective until reaching a downstream distance of

10h to 30h. Consequently, since the vortices should remain effective

at least across the full depth of the rotor, a minimum height can be

arrived at by considering the rotor tip to lie between 30h and 80h

measured from the plane of the vortex generators.

Several other judgements affecting vortex generator height were

made on zo intuitive basis. For example, it was felt that h should

be at least twicý- the rot.or tip running clearance so that the vor-

tices would be large enough and energetic enough to mix low momentum

tip leakage flow which would have a thickness closely related to the

clearance. Also, since the spacing between vortex generators should

lie between A!, and 8h (Reference (1)), the nunber of vortices desired

per blade passage affects h. It was felt that a multiplicity of

vortices per blade spacing would be most likely to influence the

casing boundary layer beneficially while minimizing adverse effects

on the main stream. Lesa than four vortices per blade spacing was

judgel undesirable; four or more were considered acceptable. Finally,

manufacturing and operacional considerations cannot be neglected.

Ease and cost of manufacturing and mechanical integrity require that

the minimnum nuwber (and maximum size) of vortex geiier.•tors be chosen

within the aerod,-.namically acceptable range of sizes.

Several other desi ga criteria were also taken from Reference (1).

Specifically, a good value for vortex generator chord length appears

to be 4h. An effective setting angle for co-rotating designs is about

20 degrees from the flow direction for simple uncambered vane*s. Also

h should bt not less than four times the vane thickness so that the

vane behaves aerodynamically more like an airfoil than a blunt object.

The only known published investigation of vjortex generators

mounted in a compressor casing, upstream of a rotor, was docuriented

in Reference 5. The tests were unsuccessful, in our opinion, because

counter-rocating vortices, not co-rotating, were produced and the

vortex generators were spaced too closely, only 2.7h apart rather

than the minimum of 4h recommended. The counter-rotating vortices

reacted opposItely under the influence of the rotor pressure gradient
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and the close spacing tended to promote rapid dissipation of each

vortex by its neighbors with resultant poor penetration downstream.

PART II - EXPERIMENTAL TEST PROCEDURE

A vortex generator configuration was designed, built and tested

in a single stage, high pressure ratio, supersonic axial flow con-

pressor. The design and test of the compressor without vortex gener-

ators ace described in References (2) and (3). This compressor

was designed for an overall stage total pressure ratio of 3.06 to 1

at an isentropic efficiency of 81.5 percent. Design tip speed was

1600 ft/sec at standard inlet conditions, and the inlet hub/tip

radius ratlo was 0.75. No inlet guide vanes were used and the rotor

design incorporated a "splitter vane" between each of the principal

rotor airfoils. The splitter vane consisted of an airfoil located

circumferentially mid-way in the downstream half of each rotor blade

passage and extending full span.

The compressor tested was designed for diffusion levels beyond

the range of past experience in both rotor and stator. This choice

was deliberate in order to provide a suitable test bed for the eval-

uation of boundary layer conitrol devices applicable to a compressor

and to obtain data at values of diffusion factor above 0.5. The

performance of the original design without splitter vanes in the

rutor, reported in Reference (4), was extremely poor. The results

obtained after the addition of splitter vanes, reported in Reference

(3), represented a major improvement in both rotor and stage perform-

ance. No boundary layer control devices were installed in either of

these baseline compressor configurations.

The test facility used was of the open-loop variety. A cross-

section of the research compressor is shown in Fig. 2. The rotor

was of integI70l construction, the blades and disc being machined

from a single forging of titanium. The stator blades were indi-

vidually inserted but were machined integrally with platforms at

hub and tip. The rotor tip clearance was nominally about 0.025

Inch at design conditions or about 0.8 percent of rotor tip chord.
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The compressor research vehicle had a total of 133 sensors

measuring aerodynamic parameters at various points throughout the

stage and additional measurements were made throughout the facility.

Compressor stage aerodynamic measurements consisted of total pressure

and temperature at the stator leading edges and downstream of the

stators. Static pressure measurements were made along the inner and

outer flow path, on the suction and pressure surfaces of one pair of

stator blades, and over the rotor tip. Test. facility measurements

consisted of rotor speed, facility mass flow rate, compressor Inlet

pressure, temperature and relative humidity, The experimental data

were acquired on magnetic tape for later reduction. The performance

of the rotor and stator blade elements was calculated and expressed

in terms of the conventional parameters. The aerodynamic analysis of

the data was accomplished in a manney analogous to the design using the

geolnetry of the stage and the experimental measurements as inputs.

The system of equations is solved in finite difference form by the

streamline curvature method which includes a full treatment of the

axisy~mmetric equations of motion of an Inviscid fluid, including

blade-force terms, and the assumption of a thermally-perfect gas as

the working fluid. Wake and boundary layer blockages are determined

such that experimental casing static pressures are matched by the

calculated values. Computing stations may be located within the

blade-rows, as well as at the blade edges and In the duct regions

of the compressor. Computing stations need not be radial and may

be curvilinear, defined by a series of poLnts.

PART Ill - BASELINE COMPRESSOR PERFORMANCE
AN" VORTEX GENERATOR MODIFICATIONS

The mass-averaged performance of the rotor and of the completed

compressor stage without vortex generators Is tabulated in "'able 1

and plotted In Fig. 3. At 100 percent design corrected speed, corrected

flow was approximately 12 percent low, rotor efficiency was 5 points low,

stage efficiency was V. points low, rotor total pressure ratio peaked at

3.36 versus a design valoe of 3.35, and stage total pressure ratio peaked

at 2.71 versus 3.06, respectively. The compressor was throttled to

stall at each corrected speed shown on the map. The data point nearest
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stall was taken at a throttle opening approximately 0.5 percent further

open than the setting which precipated stall. This change in throttle

area is equivalent to about 0.9 percent of the annulus area at the rotor

inlet.

The geometry and critical dimensions of the casing vortex gener-

ators teated are shown in Fig. 4. A total of 144 vortex generators

were equally spaced on the compressor casing at a setting angle of
20'@ to the flow direction. The generators were individually fabricated

from 0.25 inch wide, 0.010 inch thick nichrome ribbon -.d iJ' rted

through slots in four 0.5 inch wide, 0.040 inch thick strips of stain-

less steel. Each of the four metal strips covered a quarter of the

casing inner circumference. Each vortex generator was spot welded

on the back side of the pre-curved strips: these strips were then

flush-mounted in the outer casing 1.69 inches upstream of the rotor

leading edge plane.

With vortex generators installed, a ccmplete performance map

was obtained. The mass-averaged performance of the rotor and of the

complete compressor stage with vortex generators (configuration 3) is

tabulated in Table 2 and compared wit% the maximum efficiency points

for the original configuration (configuration 2). Compared with the

baseline build rotor performauce at design speed, maximum flow In-

creased from 88 percent design flow to 90 percent design flow, maximum

rotor total pressure ratio increased from 3.36 to 3.42, and maximum rotor

isentropic efficiency increased from 84.7 percent to 86.1 percent.

Stage performance increased by comparable amounts and vimilar improve-

ments were observed over the entire speed range, as indicated in Table 2.

PART TV - DISCUSSION OF RESULTS AND RECOMMENDATIONS

This investigation of the applicability of vortex generators for

casing tip treatment demonstrated the anticipated gain in rotor

efficiency and improvement in stall margin through increased overall

pressure ratio. The profile losses associated with the addition of

the vortex generators were outweighed by the benefits derived with a

votal effect of improved efficiency. No changes were made to tip

clearance during this investigation.

Among other parameters, the aerodynamic analysis of the test data

produced distribution-, of diffusion factor and total pressure loss

ccefficient through the compressor flow path. For design purposes,
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the total pressure loss coefficient was assumed to be the sum of the

shock losses and diffusion losses (which include secondary flow losses).

The addition of vortex generators produced increases in flow and

overall pressure ratio which allow the rotor to operate at higher

levels of diffusion. The improved efficiency resulted from reduced

losses principally associated with reduced diffusion losses. Since

the diffusion levels were higher with vortex generators than without,

it is presumed that the reduction in diffusion losses was associated

with reduced secondary flow losses. The distributions of diffusion

factor and diffusion loss parameter across the annulus at the rotor

trailing edge at the design speed, peak efficiency operating point

are shown in Fig. 5, with and without vortex generators. Definitions

for diffusion factor, total pressure l~oss coefficient and diffusion

loss parameter are the customary ones and can be found in Reference 6.

7he reduced diffusion losses and increased efficiency were

distributed uniformly across the entir", annulus. The effects of the

vortex generators were not confined to the rotor tip region. The

compressor configuration investigated was characterized by strong

shock waves and high levels of diffusion. 1he strong secondary flows

undoubtly present in this design enhanced rapid mixing of the

energized casing boundary layer flow and provided a means by which the

effects of the vortex 6,nerators were effectively distributed across the

entire annulus. This mixing would presunmably be more rapid for low

aspect ratio stages, such as the compressor configuration investigated.

For the axil~ compressor configuration Investigated, it was

encouraging to find that the addition of vortex generators actually

improved the overall efficiency, over and above the inherent profile

losses which the vrrtex generators introduced. Tt Is conceivable that

tip clearance might he relaxed using vortex generators with less loss

in overall performance. This suspicion has yet to he verified, but:

experiments are currently being conducted to investigate the inter-

action of casing vortex generators and varying tip clearance on a low

hub/tip ratio transonic comnpresso~r stage. Preliminary results using

vortex generators on this compressor with a tight tip clearance have

been completed. This compressor incorporated a rotor with a much lower

inlet hub to tip ratio and higher aspect ratio that the High Pressure

Ratio rotor. This rotor was transonic, but the tip relative Mach
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number was nearly the same as for the HPR rotor. The transonic rotor

was not as highly loaded as the HPR rotor and the pressure ratio was

lower.

The use of vortex generators on the transonic compressor with

design tip clearance (0.3 percent of tip cord) produced an increase

in overall efficiency across the entire speed range. At design speed,

the stage efficiency increased about 1.0 percent with little change

in pressure ratio or flow. The baseline compressor pumped design

flow, slightly higher than design pressure ratio, had very high

efficiency and did not have an unusually adverse tip condition.

The addition of vortex generators again demonstrated their ability

to increase the overall efficiency, more than offsetting their own

profile losses. Future tests will be conducted to investigate the

effects of increased tip clearance with and without vortex generatols.

Hopefully, the addition of vortex generators will produce sufficient

gains to maintain the baseline build performance at increased clearance.

The design of the vortex generators used on the transonic compressor

followed the guides outlined earlier. However, the manufacturing process

was modified with respect to the manner in which the slots in the stain-

less steel strips were machined. The original (HPR Compressor) slots

were Electrical-Discharge-Machined (EDM) whereas the latter (tran-

sonic compressor) slots were punched. The latter technique was found to

be acceptable and much cheaper.

PART V - CONCLUSIONS

The use of vortex generators as casing tip treatment has been

demonstrated to be effective in producing increased efficiency and

stall margin in some axial compressor applications. Compared to

typical fonns of tip treatment in use today, the use of vortex generators

does not require as elaberate modifications to the casIng and could be

easily and cheaply retrofitted to existing engines. The method consisted

of placement of a row of vortex generators on the outer casing of an

axial compressor, upstream of the rotor, for the purpose of energizing

the fluid boundary layer on the outer casing adjacent to the rotor tips.

Be aerodynamic effect of energizing the casing boundary layer adjacent

to the compressor rotor was to improve the efficiency of the flow across

the entire annulus and to delay stall at the rotor tip. Performance
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increases would be expected to be greater for low aspect ratio stages

which are highly loaded. The presence of casing wall boundary layer

separation, rotor flow separation, and strong secondary flow effects

contribute to rapid mixing of the energized casing boundary layer

flow across the annulus. While the gains in performance using vortex

genetators have only been demonstrated on axial compressors the potential

exists for similar improvements in the performance of centrifugal

compressors. Centrifugal compressors are typically highly loaded low

aspect ratio configurations in which secondary flow effects are sub-

stantial.
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Table 1 - Perfcrmance of Suoersonic Compressor Without
Vortex GCterators

PERCENT CONF. FLOW ROTOR STAGE
DESIGN RPM NO. (LB/SEr) PRES. RATIO EFT' PRES. RATIO EFF

40 2 11.85 1.231 .933 1.184 .754
40 2 11.22 1.239 .919 1.?15 .834
40 2 10.22 1.250 .907 1.233 .94Q
40 2 9.40 1.255 .876 1.238 .823
40 2 8.91 1.254 .860 1.234 .797
40 2 8.62 1.255 .855 1.234 .790
60 2 15.59 1.633 .910 1.540 .795
60 2 15.64 1.630 .911 1.491 .735
60 2 15.60 1.629 .910 1.440 .668
60 2 15.01 1.640 .901 1.569 R16
60 2 14.57 1.639 .880 1.577 .806
60 2 13.87 1.637 .862 1.573 .787
80 2 19.96 2.277 .879 1.964 .706
80 2 19.87 2.278 .875 1.962 .701
80 2 19.73 2.279 .875 2.008 .727
80 2 19.69 2.275 .874 2.052 .753
90 2 21.90 2.695 .846 2.286 .689
90 2 21.80 2.695 .846 2.308 .698
90 2 21.75 2.697 .845 2.324 .703
90 2 21.83 2.696 .847 2.258 .678
100 2 25.56 3.352 .814 2.699 .671
100 2 25.63 3.344 .843 2.708 .674
100 2 25.76 3.353 .847 2.645 .657
100 2 26.04 3.362 .846 2.682 .665

Table 2 - Comparison cf Performance at Maximum Efficiency Points
With (3) and Without (2) Vortex Generators

PERCENT CONF. FLOW ------ ROTOR ...........- STACE -----
DESIGN RPM NO._ (LB/SEC) PRES. RATIO EFF PRES. RATIO FFF

40 2 10.22 1.250 .907 1.233 .849
40 3 10.27 1.2)? .909 1.231 .85Q
60 2 15.01 1.640 q.l 1.569 .816
60 3 15.28 1.637 .917 1.566 .830
80 2 19.69 2.275 .874 2.052 .753
80 3 19.90 2.285 .887 2.080 .776
90 2 21.75 2.697 .845 2.324 .703
90 3 22.19 2.718 .864 2.335 .717

100 2 25.63 3.344 .843 2 708 .674
100 3 25.86 3.418 .859 2.806 .700
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DEGUADATION OF A LASER BEAM BY A TURBULENT JU7P

by

.F. Cudahy, J. T. Van Kuren, H1. E. Wright
Air Force Flight Dynamics Laboratory
Wright-Patterson Air Force Base, OH

A laser beam traversing turbulence undergoes an intensity reduction

which is correlated with the statistical behavior of refractive index
S perturbations. The analytical relation predicts degradation as a function1

C of beam diameter, path length, wave number and wave structure function.

Refractive index perturbations are approximated via the equations of state,

using temperature and velocity perturbations-. An experiment was conducted

iin which visible wavelength lasers traversed a well docuinrent e ted -dLLtn-

C:! sionai jet. Temperature perturbations vary from 0.25 to 1.89 K and

velocity fluctuations range from 9.2 to 30.8 m/sec. Measured central spot

intensities are as low as 18% of the undisturbed beam, depending on jet

Mach number, beam position relative to the jet exit and wavelength. The

average difference between theory and experiment is two percent in terms

of far field intensity.,

M•Llu;' rliot r,,' i,,vd rijne I 9hi.

1',rtI on:; nf lhi' work were, reorted earlier in the AFTT Ph.D. Thesis of
('01. Cudany. 372



DEGRADATION OF A LASER BEAM
BY A TURBULENT JET

G. F. Cudahy

Director Fighter/kAtack System Program Office
Aeronauti,ýl Systems Division

J. T. Van Kurent

Air Force Wright Aeronautical Laboratories
Flight Dynamics Laboratory

H. E. Wrightl
Department of Aeronautics and Astronautics

Air Force Institute of Technology

A laser beam traversing turbulence undergoes an intensity reducrion which

is correlated with the statistical behavior of refractive index perturbations.

The analytical relation predicts degradation as a function of beam diameter,

p4th length, wave number, and wave structure function. Refractive index per-

turbations are approximated via the equations of state, using temperature and

velocity perturbations. An experiment was conducted in which visible wave-

length lasers traversed a well-documented, two-dimensional jet. Temperature

perturbations vary from 0.25 to 1.89 K, and velocity fluctuations raage from

9.2 to 30.8 m/s. Measured central spot intensities are as low as 18% of the

un%.isturbed beam, depending on jet Mach number, beam position relative to the

jet exit, and wavelength. The average difference between theory and experiment

is 2% in terms of far-field intensity.

Nomenclature

B corrciation function

C = constant

F - focal length of far-field forming lens

* Colonel, USAF.

t Aerospace Engineer.
SProfessor.
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I =laser beam intensity

J = Besscl function of the first kind of order zero
0

k = wave number of the lasei beam

L = be?.- path length through turbulence

L = turbulerce outer scale or integral scale

m = correction constant in temperature correlation

N = refractive index perturbations

P = pressure

R = input beam radius

r = optical radius in the near field

S = optical radius at which the Gaussian input beam is truncated

s = optical radius in the far field

T = modulation transfer function (MTF)

U = velocity

x = coordinate in the direction of the jet

y = coordinate in the direction of the laser beam

z = coordinate normal to beam and jet

X = wavelength

P = density

8 = temperature

Subscript qt

d = relative to input beam diameter

i = finite-difference index

lens = far-field forming lens

m,q = variable irdices

n = index of refraction

0 = turbulence or unperturbed value; or relative to initial jet size
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p = pressure

u = velocity

0 = temperature

e = measured values

= turbulec• refractive index

1,2 = time indices

I. Introduction

Over the years joint research projects of the former Aerospace Research

Laboratory and the Air Force Institute of Technology and in more recent years

between the Air Force Aero-Propulsion Laboratory (currently AFWAL/P) and the

Institute of Technology concerning the diagnostics of flow fields has received

excellent guidance under the leadership of Dr. Hans von Ohain. The activity

has included schlieren, shadowgraph, Moire, laser velocimeter, and holographic

systems. These systems all utilize collimated light sources as part of the

diagnostic system whilt oe last two use a collimated coherent light beam.

This paper deals with one aspect of this work, namely the interaction between

the light beam and a shear flow field.

The effect that the turbulent flow field of a high subsonic Mach number,

two-dimensional jet shear layer produces cn a coherent ligh: beam has not been

quantiiied. The refractive index perturbations cz(se a decrease in the central

spot intensity of the beam in the far field because the total energy is spread

over a larger area than in the unperturbated case. Furthermore, the long-time

average at the mean location of the central spot is decreased by beam wandering.

Numerous theoretical and experimental efforts have been presented concerning

the propagation of laser beams through natural atmospheric turbulence; however,

in th.: atmosphere, the absolute intensities of the velocity, temperature, and

pressure perturbations are relatively low, the beam path lengths are usually

375



1-6
long, and the turbulence scales are quite large compared to beam diameter

Recently, lasers have been used for winu tunnel diagnostics and in certain

applications involving propagation out of aircraft, in which case the beams

must pass through boundary laers and free shear layers where the turbuience

scales are the same order as the beam size.

The piesent study was an attempt to provide a controlled, well-documented

turbulence field and to correlate the degradation of the far-field central spot

intensity formed by a collimated coherent light beam traversing the high-

intensity turbulence of a shear layer. In addition, an attempt was made to

measure the spreading of the energy over a larger area in the for field (termed

broadening) and the motion of the beam in the far field (called wandering).

A two-dimensional jet with a well-designed stilling chamber and subsonic

nozzle was fabricated. This setup also provided double shear layers for added

sensitivity. The u,'form velocity coreflow could be varied with Mach numbers

ranging from 0.4 to 0.8 to emphasize the compressible regime. To detrmine

if wavelength and beam size relative to turbulence scale were important, two

laser frequencies were used and three beam sizes were used at each frequency.

The beam traversed the turbulent jet successively at 25, 50, and 75 nozzle

widths downstream from the nozzle exit.

If. Theoretical Considerations

The purpose of this study is to determine the far--field central spot re-

d,lvtion in intensity caused by the turbulence-induced retractive index pertur-

bations through which the laser-generated Gaussian plane wave propagates. For

homogeneous, isotropic turbulence, the transformation of the laser beam from

the area of turbulence perturba~ions to the observation point in the far field

can be described by:
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S 2nSr, (1

I(S) = C Tn(r)T (r)Td(r)J (oL--)rdr

J(S lens d o F)Le

The far-field forming lens MTF reduces to approximate unity if the lens diam-.

eter is larger than the truncated beam diameter, and the far field is observed

in the focal plane cf the lens. Equation (1) is a Hankel transformation which

derives from a Fourier transformation when the function to be transformed has

circular symmetry.

The cylindrical coordinates r and s are perpendicular to the y axis, which

lies on the center of the laser beam and is positive in the direction of the

bears propagation. The x axis has its origin on the center of the beam and is

positive in the direction of the airflow exhausting from the nozzle. The z

axis is normal to the beam and the jet.

A correlation function is defined as:

Bmq (r,y) = <m(r ,y )q(r 2 ,Y2 )> (2)

and is the statistical me sure of the interdependence of the variables being

correlated.

7Owens shows that the refractive index for dry air and 5328 X light is:

N I + (79.0 x 10 6 )(P/OJ (3)

where P is the pressure in millibars and 0 is the temperature in Kelvin.

Elimination of the steady-state portion of Equation (3) and dropping of

the second-order terms yields

n = (79.0 x 10- 6)(E - Y'.) (4)

For homogeneous, isotropic turbulence, the refractive index correlation func-

tion can now be described in terms of the t|,rbulence pressure and temperature

perturbations.
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B r 2

B (r) = (79.0 x O-),2 2_ + F B(r) (5)

As a result of heuristic arguments, it is assumed that

B (r) F2
2P (6)
r3 B p <.< 2 + B (6)

and that B (r) and B (r) are of the same order.

P1

The assumed relationship between pressure perturbations and velocity per-

turbatxons, based on results of several authors8, is

B (r) = (0 2 /2)B (r)' (7)p u

The ability to measure accurately the high-frequency temperature pertur-

barions also proves to be difficult. Analysis show the mild dependence of the

frequency response of a thin finite length unheated wire upon mean velocity.

It ý'so shows that the frequency response of a typical wire probe is insuf-

ficient to measure the small-size eddies expected in the type of flow used in

thits investigation. A method was developed to correct the temperature corre-

lation function, which is obtained with a temperature sensor of inadequate

frequency response. The correction is based on two concept,. The first is f

that the normalized temperature and velocity correlation functic,ns at the

same point in space in the same homogeneous flow field are almost identical'.

The second concept is that the correlation function at large r has com-

plete dependence upo',. the flow field eddies with wavelengths larger tharn r

Using the two concepts, a correction to the measured correlation function was

developed

B (r) n'B (0o1( (r) (8)
e es u

Now, the final form of the turbulence MTF, which was used in this study,

can be presented.
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T - exp -4k 2 L 1 [Bn(y) - Bn(/r + yZ)]dy (9)
n n

Substitution of Eqs. (5', and (7) into Eq. (9) yields, for smoothly varying tur-

bulence characteristics in the direction of beam propagation, where N layers

of homogeneous turbulence are assumed,

T = exp -4k 2 (79 x 10-6)2 ( e i-i = l - 0 iu

- B2  (vr' + y2  )] + 
2  B y( /r' + y )2 1d yI I (10)

In order to find the modulation transfer function of the unperturbed beam

inLensity, the unperturbed beam amplitude is trarsformed into the observation

plane, that is, the far field. The unperturbed beams prior to the turbulence

field are Gaus-'an pi.,ne waves, whose amplitude is symmetrical about the y

axis. The input beam modulation transfer function TD has been shown in Ref. 8.

The modulation transfer functions for the turbulence-induced refractive

index perturbations, as determined by Eq. (10), is a statistical quantity, in

that the time of measurument of the velocity and temperature perturbations is

-10large as compared to the time scale of the turbulence, L /U . The far-field

intensity, as determined by Fq. G1), when using these statistical quantities

for the turbulence MTF is, therefore, an avei ve intensity. If the perturbed

intensity is normalized by the unperturbed central spot intensity, a.,d the

lens and beam amplitude MITs are substituted into Eq. (1),

l(s) •s

1 0(0)

er T J 2 i)rdr / -r2 /2 rdr (11)
-- T 0 FA
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If, as in this investigation, the far-field central spot intensity is the vari-

able of interest, Eq. (11) becomes t(O).

III. Experiments

Laser Beam Generation

The lasers used were the Spectra Physics Model 124A with Model 255 Ex-

titer, which is a 15 mW He-Ne laser with a 6328 X output, and a Spectra Physics

Model 285 Exciter, which is a He-Cd laser with a 4416 R output. The beam-

Table I Test Condition!

Hach number 0.4 0.6 0.8
Test station cm 25 50 75
Wavelength, A 6328 4416
Beam size, 2R (mm) 50.0 26.0 12.3

forming telescope attached to the output port of each laser was a Spectra Phys-

ics Model 336 collimating lens utilizing Spectra Physics Model 332 spatial fil-

ters. The expanding lenses and spatial filters were chosen to yield approxi-

mate Gaussian beams uf diameters shown in Table 1.

Far-Field Measurements

Figure 1 shows the physical layout of the far-field forming and detection

equipment. The far field was formed in the focal plane of a lens which was
TURBULENCE

FIELD
X ' C O pt ITELEVISION

LASER i M I CAMIRA

E A OPAL GASSFORM ING FAR FIELD
FORMING, ,FORMING LENS

TELESCOPE

NOZZLE

Fig. 1 Experimental apparatus.
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considerably larger than the largest laser beam tested. The far field was ob-

se'rved by means of a microscope objective projecting the far-field image onto

an opal glass and the output of the camera was viewed on an oscilloscope. A

digital counter was used to provide external synchronization to the oscillo-

scJpe, such that the amplitude of any desired horizontal line or groups of

horizontal lines may be viewed. These amplitudes were recorded with a polaroid

camera.

The recording of the perturbed beam's far field spot in a very short timL,

in order t separate degradation due to beam broadening from that due to beam

wandering, was one of the goals of the experiment. If the videcon could be

single-line scanned, the laser beam integration time on the target could be

greatly reduced, thus reducing the persistence of the image of the laser beam

on the target. This would then incre.se the frequency response of the laser

beam measuring capability. The silicon target videcon could be single-line

scanned without significantly degrading the videcon output; thus, the silicon

target videcon was chosen ro be the laser beam far-field spot detection device.

Several prerequisites were imposed on the turbulent refractive index field

to be generated. The ttrbulence had to be classical, plecisely duplicatable

from test to test, fairly uniform across the laser beam, vary smoothly in the

direction of laser beam propagation, and have no physical surfaces in the irmne-

diate vicinity of the turbulent field through which the beam wo,lld have to

propagate. This led to the choice of a free jet issuing into quiescent room

9,11
air. The free jet is well documented analytical]y and experimentally

Free Jet Nozzle

The const:raint of uniformity across the laý-er beam in planes perpendicular

to the directiOln of propagation is most closely satisfied by a plane free jet.
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A 1 x 10 cm knife-edge nozzle was chosen to provide an approximation to a plane

free jet. The nozzle was syrmmetrically convergent to the exit, except that the

last 1 cm of the nozzle inside face is parallel to the x direction. The tran-

sitions from the convergent sections to the exit faces were well rounded. At

25, 50, and 75 nozzle widths downstream from the nozzle exit, the laser beam

turbulent field path lengths are approximately 10, 20, and 30 cm, respectively,

and, at these locations, the turbulence field is fully developed.

The desire to trace the turbulent field origin to the shear layer caubed

by the free jet issuing into quiescent laboratory air dictated la'mitiar flow

in the nozzle exhause plane. Also, most free jet theories assume that the

nozzle exit velocity is uniform. Therefore, the nozzle exit velocity design

specifications required a turbulence intensity of less than 1%. and a uniform

mean velocity across the entire exhaust plane.

Two basic requirements for the turbulence measuring e'quipment were estab-

lish~ed -. one was to determine whether the turbulence was well defined and

repeatable, and the other was to obtain the turbulence information required

to fulfill the deManids of this experiment.

The primary instrumnentation for the turbulence measurements was a Thermo-

Systems, Inc., (TSI) anemometer system using fine wire sensors and associated

equipment.

TSI Model 1050 anemometers were used to procesE signals from the fine

wire sensors during calibration and data collection. For velocity measure-

ments, both mean and perturbationn, the anemometers were operated iti the

constant tempelature mode with their electrical circuits optimized for max-

imum frequency response. The se~nsors were operated at a temperature several

hundred degrees above the flow mean temperature in order to achieve maximum

sensitivity to velocity perturbations. For temperature perturbation measure-
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ments, only one sensor and one anemumeter were used and the anemometer was

operated in the constant-current mode with a very small sensing current flowing

in the wire sensor; thus, the sensor temperature followed the temperature of

the fluid.

Sensors 4P in diameter were selected, since they were readily available

and gave acceptable frequency response for velocity measurements. Flowev'r,

they did not give a completely acceptable frequency response for measuring

temperature perturbations.

Using the constant temperature anemometry syvtem, including sing~e-wire

sensor and linearizer with proper coefficients, the jet nozzle exit flow was

examined at the three exit velocities selected for thi, study in order to

determine uniformity of the velocity, time variance of velocity, turbulence

intensity, and velocity medsured vs calculated from total conditions. The

exit velocity was very nearly constant across the nozzle exit plane. The

boundary layer was less than 0.2 mm thick. The turbulence intensity was less

than 0.3%; that is, the rms tuibulence velocity was less than 0.3% of the mean

flow velocity for all exit velocities examined. The 0.3% value was established

as the measuring system limiLation due to electronic noise.

Next, the jeL -i. d turbulence field were examined using the constant

temperature anemoinetry syste, The jet was symmetrical in the vertical and

horizontal directions about the x axis. The rraximum mean velocity occurred

along thp x axis. The spread of the jet calculated by taking U /U 1/2oc cen

shows a half-angle of 5.0 deg, as compared to predicted values of 6.5 deg for

a plane jet and _.0 deg for a round jet.

Figure 2 shows the nonuimensionalized mean velocities at 25, 50, and 75

jet nozzle widths downstream from the nozzle exit. Here Y i• the point at
1/2 3tepita

each test station where U = 1/2 U and is used to nondimensionalize the
ew / ccn
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Fig. 2 Velocity similarity.

measurement distance from the x axis in the y direction, and U is the ve-
cen

locity on the centerline and is the nondimensionalizing parameter. Figure 2

shows that the flow mean velocities were similar and agreed closely with the

theoretical values of Gortler and Tollmien.

The nondimensionalized turbulence intensity profiles for all thr-e test

planes and test velocities are shown in Fig. 3. The turbulence intensities

25 - --

20 .- -

'N 1.75cm

\X.53C

0 7 14 21 24 35 42 49 56

DISTANCE FROM CENTERLINE Y/Yo

Fig. 3 Turbulence intensity profiles.

were similar in each test plane, and the point of maximum intensity spreads

at half angle of approximately 3 deg in the direction of the jet flow. Addi-

tional information about the flowfield generated by the nozzle used in this

experiment can be obtained from Ref. 11.
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Initially, the Spectra "'hysics Model 336 collimating lens, together with

teSpectra Physics Model 332 spatial filters, was adjusted to give a sym-

metrical beam with maximum central spot intensity as measured by a Spectra

Physics 401C power meter. The power meter was equipped with a small aperture

I and was scanned across the beam close to the exit of the collimating lens to

F insure symmetry and also to determiine the points at which the central spot

intensity value was reduced by exp (-2). The beam diameter was defined as

the distance between twG diagonally opposed points at which the maximum in-

tensity was reduced by exp (-2).

IV. R':sults

Turbulence Characteristics Used to Predict Laser Beam Degradation

The refractive index pertu~rbations, which have the major effect on iLhe

laser beam degradation of this investigation, were caused by turbulence-induced

density variations in the active medium through which the laser beam propagates.

These density variations were not amenable to direct measurement; thus, the

equation of state was used to determine turbulent density variations via other

readily measurable turbulence quantities. It was determined that velocity and

temperature perturbations could be transformed into density and, subsequently,

refractive index perturbations. Since the frequency response of the temperature

measuring device wais insufficient for the temperature field to be measured, a

method was developed to correct the temperature measurements obtained with this

device.

The measurement and recording of instantaneous turbulent flow field char-

acteristics for the entire flow field area of interest for a given experimental

configuration of investigation were not possible. Statistical characterization

of the turbulent flow field was, therefore, resorted to, and the prediction of

the laser beam degradation was then necessarily limited to average degradation.
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The turbulence parameters used to predict the laser beam degradation were

the spatial temperature correlation function, spatial velocity correlation

function, and the path length of turbulence field thickness associated with

eahcorrelation function. The correlation functions actually measured were

temporal correlatiý:n functions. These functions and Taylor's hypothesis were

used to approximzste the spatial correlation functions.

Figure 4 shows an example of temperature correlation functions. The time

scale equals 33.3 us. Notice that correlation is imperfect at short time

Fig. 4 Temperature correlation function at Mach 0.4,
25 cm station, y = 1.5 cm.

scales. As discussed earlier, the frequency response of the constant current

anemomreter system, used to measure the temperature perturbations of the turbu-

lent field of this study, was insufficient for many of the flow conditions

experienced.

Table 2 lists the rms velocity perturbations, rms measured temperature

perturbations, temperature correction factors, corrected rms temperature per-

turbations, thickness of turbulence field each of these measurements represents,

and wean velocity of the flow field for each of these measurements. The Mach

number and downstream test station of each set of parameters is also given.

Predicted vs Measured Unperturbed Laser Beam Far-Field Spot Profiles

In order to compare the unperturbed beam i~ntensity profile actually dctected
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Table 2 Turbulence Parameters

Location Y. !.4ach u. 9,. a /!., LI,
Test siation cm no. rn/s 6M K- k cm m/s

25 0 0.8 24.0 1.23 1.4 1.72 0.5 156.0
25 0.5 0.8 26.4 1.31 1.4 1.33 1 0 147.0
23 1.0 0.8 29.0 1.35 1.4 1.89 1.0 133.0
25 1.5 0.8 30.8 1.29 1.4 1.81 1.0 114.0
25 2.0 0.8 30.4 1.23 1.3 1.60 2.5 91.8
25 3.0 0.3 25.6 1.09 1.1 1.20 2.0 54.0
25 4.0 0.8 17.6 0.87 1215 1.00 2.0 27.0
25 5.0 0.8 8.0 0.44 1.1 0.48 2.0 12.4
so 0 0.8 18.4 0.88 1.3 1.15 1.0 112.0
SO 1.0 0,8 19.6 0.93 1.4 1.31 2.0 107.0
50 2.0 0.8 21.0 0.91 1.2 1.10 2.0 92.6
s0 3.0 0.8 22.2 0.83 1.1 0.92 2.0 77,P
so 4.0 0.8 21.4 0.72 1.1 0.79 2.0 63.4
50 5.0 0.0 19.6 0.62 1.05 0.65 20 51.2
s0 6.0 0.8 17.4 0.53 1.05 0.55 3.0 38.6
so 8.0 0.8 11.4 0.36 1.0 0.36 4.0 19.4
50 10.0 0.8 5.8 0.26 1.0 0.26 4.0 16.1
75 0 0.8 16.6 0.61 1.0 0.61 2.0 87.6
75 2.0 0.8 17.8 0.62 1.0 0.62 4.0 78.9
75 4.0 0.8 19.4 0.57 1.0 0,1'i 4.0 65.0
75 6.0 0.8 17.4 0.48 1.0 0.48 4.0 50.8
75 3.0 0.8 13.2 0.38 1.0 0.38 4.0 36.0
75 20.0 0.8 12.7 0.:9 1.0 0.29 6.0 25.6
23 0 0.6 19.6 0.77 1.46 1.12 0.5 119.0
25 0.5 0.6 21,0 0.81 1.09 L.O 1.0 112.0
25 1.0 0.6 23.0 0.82 1.3 1,06 1.0 99.4
25 1.5 0.0 236 0.79 1.3 1.02 1.0 85.8
25 2.0 0.6 23.0 0.72 1.1 0.79 1.5 70.8
23 3.0 0.6 20.0 0.62 1.05 0.65 1.0 43.1
25 4.0 0.6 13.6 0.26 1.1 0.29 2.0 21.6
25 5.0 0.6 6.8 0.17 1.0 0.17 2.0 8.6
so 0 0.6 15.4 0.34 1.05 0.36 1.0 84.4
50 I0 0.6 16,6 0.56 1.05 0.58 2.0 81.8
50 2.0 0.6 17.6 0.56 1.0 0.56 2.0 73.2
50 3.0 0.6 17.2 0,50 1.0 0.50 2.0 61.8
50 4.0 0.6 16.4 0.44 1.05 0.46 2.0 50.1
50 5,0 0.6 15.6 0.37 1.0 0,37 2.0 39.4
50 6.0 0.6 13.7 0.31 1.0 0.31 3,0 292
50 8.0 0.6 9.5 0.21 1.0 0.21 S 0 16.4
75 0 0.6 12.3 0.33 1.05 0.40 2.0 61 6
75 2.0 0.6 13.4 0.39 1.0 0.39 4.0 56,4
75 4.0 0.6 13,6 034 1.0 0.34 4.0 47 6
75 ý.0 0.6 i2.8 0.28 1.0 028 6,0 164
73 10.0 0.6 9.3 0.1i 1.0 0.17 10.0 11 8
25 0 0,4 13.8 0.43 2.1 0.47 0.5 81.6
25 0.5 0.4 25.2 0.43 1.2 0.52 IC 76 6
25 1.0 0.4 15.38 0.43 1.2 0521 1.0 68.4
25 1.5 0.4 16.2 041 1.2 049 2.( 5m-2
25 2.0 04 15.8 0.18 2.05 04 2.5 48.0
25 3.0 0.4 13.0 0.31 1.05 0.33 2.0 29.6
25 4.0 0.4 Q.6 0.23 2.2 0.25 2.0 16,5
25 5.0 0.4 5.0 0.17 1.0 0.27 2.0 7.3
50 0 0.4 22.0 0.29 2.2 0 32 2 0 W•8.8
50 1.0 0.4 11.8 0.30 1.1 0.33 20 57 5
50 20 0.4 12.4 0.30 1.0 0.30 3.0 49.6
50 40 0.4 11.6 0.23 1.0 0.23 40 35.2
50 6.0 0.4 94 0.23 1.0 0.23 60 21.4
".5 0 0.4 9.2 0.25 1.0 0.25 2.0 41 1
'5 2.0 0.4 9.6 0.24 1.0 0.24 40 39 2
75 40 0.4 8.8 0.23 2.2 0.25 4.0 31 ,
75 60 0.4 8.8 0.20 1.0 0.21 6.0 . 264
75 200 0.4 63 0.16 1.0 016 200 13.6
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with that which would be analytically predicted, Eq. (II) was numerically in-

tegrated with T set equal to unit>. This yielded che far-field spot in the

focal plane of the far-field formirg lens. Figures 5a and 5b show the traces

of t..- Lest beam spots as projected on the opal glass, measured by the TV

-mera, and port -y* on the oscilloscupe. Figures 6a and 6b show the ana-

lytically predicted beam spots. As can be seen from the plots, the predicted

and measured beam spots were similar for four of the six test beams.A,,,
1,•/t1H. IL I

i /•\lc 1= 7

Fig. 5 Measured Leam images. 6328 R: a) 11 mm beam; b) 26.8 mm beam;
c) jJO mm beam; 4416 X: d) 12.3 mun beam; e) 26 mm beam; 1) 50
mm beam.

4- 4 4-4

632 *A

H4

I I

12 3mm 5( rr 26 mm

441 A6

Fig. 6 Calculated beam images.

Solution of the Laser Eeam Jegradation Equations

Equation (11), in combinaticý, with Eq. (10), is not amenable to exact

solution; thus, numerical techniques were resorted to in an endeavor to solve

these equations. Simpson's rule was used to integrate numerically the equations
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with "Ar" of 0.125 rmn. In order to utilize conveniently the temperature and

velocity correlation functions in the numcrical integrations, the correlation

functions were digitized using a least-squares fit subroutine. The results

of the numerical integration of this equation are shown in Table 3. Solutions

were obtained for measured input laser beam diameters.

Tab!e 3 Measured and Ca'zulated Laser Beam Degraded Intensities

Loser Laser
beam Test Measured Calculated beam Test Measured Calculated
size, Mach station, intensity, intensity, Ire size, Mach station, intensity, intensity, %

X, A mm r'o cm a' Eq. (10) )k,. mm no. cm we Eq. (10)

6328 50.0 0.4 25 93 92.8 4416 26.0 0.6 50 81 74.2
6328 26.8 0.4 25 94 93.6 4416 12.3 0.6 50 89 S6.6
6328 i 1.0 0.4 25 98 96.9 4416 21.0 0.6 50 81 77.1
4416 50.0 0 4 25 90 85.8 4416 10.8 0.6 50 89 88.7
"4416 26.0 0.' 25 92 87.6 6328 50.0 0r8 50 60 60.7
4416 123 0.4 25 97 92.9 6328 26.8 0.8 50 68 65.6
4416 21.0 0.4 25 92 98 8 6328 11.0 0.8 50 85 83.9
4416 10.8 0.4 25 97 01.9 4416 50.0 0.8 50 41 38.2
6328 50.0 0.6 23 70 72.8 4416 26.0 0.8 50 531 45.2
6328 26.8 0.6 25 76 75.8 4416 12.3 0.8 50 72 67.3
6328 11.0 0.6 25 86 87.7 4416 21.0 0.8 50 51 50.0
4416 50.0 0.6 55 i6 53.1 4416 10.8 0.8 50 72 71.5
4416 26.0 0.6 25 63 58.1 6328 50.0 6.4 75 97 96.9
4416 12.3 0.6 25 79 74.2 6328 26.8 0.4 75 98 97,4
4416 21.0 0.6 25 63 61.6 6328 11.0 04 75 100 990
4416 10.8 0 6 25 79 77.3 4"16 50.0 04 75 98 93.8
6328 50.0 0.8 2"5 34 40.6 4416 26.0 04 75 97 94.9
6328 26.8 0.5 25 45 46.0 4416 32..3 0.4 75 99 97.7
6328 11.0 0 3 2.5 67 69.1 4416 21.0 0.4 75 97 95.6
"4416 500 0.8 :5 18 18.6 4416 10.8 0.4 75 99 98.1
4416 26.0 0.8 25 25 24.2 6328 50.0 0.6 75 91 90.6
"4416 12.3 0.8 25 48 454 6328 26.8 0 6 75 92 92.0
4416 21.0 08 25 25 28.4 63.8 11.0 06 75 98 96.9
4416 10.8 0.8 25 48 50.4 4416 50.0 0.6 71 83 81.8
6328 50.0 0.4 50 96 95.3 4416 2b.0 0.6 75 87 84.8
6328 26.8 0.4 50 97 96.0 4416 12.3 0.6 75 94 92.7
6328 11.0 0.4 50 98 98.4 4416 21,0 0.6 75 87 86.7
"4416 50.0 0 4 50 94 90.7 4416 10.8 0.6 75 94 93.9
4416 26.0 0.4 ý0 95 92.1 6328 26.8 0.8 75 80 ?8.6
"4416 12.3 0.4 50 98 96.2 6328 50.0 0.8 75 74 75.0
"4416 21.0 0.4 50 95 93.0 6328 11.0 0.8 75 90 91.1
4,416 10.8 0.4 50 98 96.$ 4436 50.0 0.8 75 57 56.6

6328 50.0 0.6 50 83 83.6 4416 26.0 0.8 75 65 62.7
6328 26.8 0.6 50 86 86.0 4416 12.3 0.8 75 81 80.4
63?8 II n 0 6 50 95 94.1 4416 21.0 0.8 75 65 66.9
4416 5G.u G.6 50 78 69.8 4416 10.8 0.8 75 81 83.3

Predicted vs Measured Turbulent Refractive Index-Induced Laser Beam Degradations

Examples of the degraded far-field laser beam spots, is recorded on the

oscilloscope, are shown in Fig. 7. These photographs show the long-term average

deg-raded laser beam spocs, as measured by the TV camera in the regular scan mode.
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Fig. 7 Degraded beam images. 6328 X: a) 11 Imm, Mach 0.8, 50 cm station;
b) 26.8 mm, Mach 0.6, 25 cm station; c) 50 mm, Mach 0.6, 25 cm
station; 4416 X: d) 12.3 mm. Mach 0.4, 50 cm station; e) 26 mm,
Mach 0.6, 75 cm station; f) 50 mm, Mach 0.8, 25 cm station.

Since these examples show little motion of the far-field spGt, it is apparent

that any motion which contributes to the overall degradation, occurs at a

frequency equal to or higher than the reciprocal of the integration time of

the TV camera system. This frequency of motion will be discussed further

when the results of the far-field measurements using the TV camera in the

sinCle-line scan mode are presented. Figure 8 shows the percentage of the

detected long-term average central sput intensities at the 25 cm station for

all laser beams and Mach numbers. Table 3 lists these same data along with

the selution of Eq. (11) using Eq. (10) for T . Figure 9 shows in graphical

form the detected far-field spot intensities versus those predicted by the

solution of Eq. (11) using Eq. (10) for T with input beam diameters thatT

would yield the far-field spot diameters measured.

426 8mm. 632 BA

0 0mm, 4416A

20 -263mm, 4416A

0 2 36mm, 4416*A 25cm STATION

04 06 06

MACH NUMBER

Fig. 8 Average degraded intensities.
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Fig. 9 Measured vs calculated intensities.

Laser Beam Far-Field Spot Broadening and Wandering

With the TV camera in the single-line scan mode, the detection system was j

able to detect motions with a frequency up to 3000 Hz. Examples were made of

several measurements of the beam spots with the TV camera in the single-line

scan mode and with several detected spots superimposed. The maximum intensity

recorded was taken as the intensity remaining after degradation by broadening

alone. The percentage of this maximum, 'ich yields the long-term average

intensity, was taken as the intensity remaining after degradation by beam mo-

tion (or wandering) alone. Table 4 lists these percentages for all test con-

ditions.

V. Summary and Concluslcns

This ,nvestigation correlated the degradation of the far-field central

spot intensity formed by a collimated coherent light beam tri'versing high-

intensiLy turbulence with the statistical behavior of the turbulence-generated

refractive index perturbations cat:sing the degradation. Since refractive index

perturbations could not be measurcd readily, a method to approximate these

perturbations, via the equaLion of state, using velocity and temperature per-

turbations was aurocorrelated. The turbulence quantities measured were path
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7
Tbie 4 Lrser Beam Wandering vs Broadening

X( A), beam size, mmr
6328 U16

2 50.0 26.8 11.0 50.0 26.0 12.3
25 cm icit slahion

-.4 Mach I 99 99 100 100 100 99
1 93 94 98 90 92 97

% 94 95 98 90 92 98
0.6Mach I 80 91 95 77 0 3 92

1 70 76 86 56 63 79
% 8 84 91 73 76 F6

0.lMach 1 55 65 75 28 40 65
1 34 45 '7 Is 25 48
% 62 69 W) 64 63 74

50cm tesl station

0.4 Mach 1 99 99 99 00 100 100
1 96 97 38 94 95 98

% 97 98 99 94 95 98
0.6Mach 1 92 96 98 95 95 98

1 83 86 95 78 81 89
% 90 90 97 82 85 91

O Mach 1 80 86 94 70 82 90
1 60 68 85 41 51 72

% 75 79 90 59 62 80
75cm test station

0.4Mach 1 100 100 100 100 100 I00
1 97 98 100 98 97 99

% 97 98 10O1 98 97 99
0.6 Mach I 100 W9 99 100 100 100

1 91 92 98 83 87 94
% 91 93 99 83 87 94

0.8 Mach 1 90 91 95 96 96 96
1 74 80 90 57 65 81
. 82 81 95 59 68 84

length, velocity correlation function, and temperature correlation function.

The path length had a minimum at the 25 cm test station of about 10 cm and a

maximum of about 30 cm at the 75 cm test station. The rms velocity pertur-

bations had a maximum of 30.8 m/s at the 25 cm test station at 0.8 Mach and

an on-axis minimum of 9.2 m/s at the 75 cm test station at 0.4 Mach. The

corrected temperature perturbations had a maximum of 1.89 K and minimum of

0.25 K at the preceding respective test stations and nozzle exit flow con-

ditions.

The actual far-field central spot intensities were measured. The 4416 R,

50 am beam traversing the 25 cm test station when the nozzle exit velocity was

0.8 Yach, had an intensity of 18% of the reference intensity. At the 75 cm
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test station, with 0.4 Mach nozzle exit velocity, the 6328 X, 11.0 mm laser

beam had a far-field central spot intensity of 100% of the reference intensity.

The results of the experimentally measured central spot degraded inten-

sities were compared with those that were analytically predicted using exper-

imentally determined turbulence characteristics (Fig. 9). For the same laser

beams traversing statistically identical flowfields, the greatest difference

between experimentally measured and analytically predicted degraded far-field,

central spot intensities was 8.2%. The average difference betweei the exper-

imentally and analytically determined intensities for all test conditions was

less than 2%. These results support the approximations used to arrive at the

analytical expressions which predict the laser beam far-field certral spot

intensity degradation caused by turbulent flow fields and yield confidence

in the ability to accurately predict those degradations usire readily mea-

surable turbulent flow field statistical parameters.
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"FThe •asic understanding of the physics of turbul.ence 1cas undergone

iiuny radical chaiiges in the last few years. Turbulent fluctuations

which ere considered to be purely random .i• nature is no more accepted

to Iehave in that fashion but mude Lu of smewhat coherent ard orderly

struct.ures inixxl with noise like randOil disturbances. Tlhe iiujor diffi-

culty experienccxl in the experiLental inves-tigations is the identification

of these coherent structures fromr the overall signl. New methods are

heing developed to ideiitify themn. These orderly motions ar( large in scale

and se(N to play an iimportant role in the dynamnics of the mixing and die

tramnport processes whfich are the essential features of tLulxilence. In

this paper the properties of the large scale fluctuations in boundary

layers as well as in shear flows are discussed.

Manuscript Received July 1.980.
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LARGE SCALE COHERENT STRUCTURES

IN TURBULENT SHEAR FLOWS

Introductien:

Turbulent flows are more often encountered in nature than laminar

flows. The physics of laminar flows is reasonably well formulated while

that of turbulence is yet to be fully understood. Many engineering fields

such as aeronautics, turbomachinery, fluid transportation in ducts,

chemical processing and combustion, frequently require solutions to turbu-

lent flows. Analytical approach to many of these probleias being difficult,

empirical, relations are resorted to. Organized experimental data is

available only for simple flows and very often, investigations with scale

models are required when dealing with complicated flow situations.

Early research activities on turbulence up to the fifties were mainly

concerned with time dependent quantities such as mean velocities, wall

shear stress and mixing rates. Concepts like eddy viscosity and mixing

length were used to model turbulent shear stress so that the basic e,,ua-

tlons could he solved analytically in a laminar like fasifion. However,

it was felt that a fresh relook wi:s required into the nature of turbulent

fluctuations to prrgress further in this field.

In the earl;' sixties, intensive studies were initiated to examnite the

time dependent patterns In the flow, using flow visualization methods which

were later supplemented by hot wire techniques. [h(.se investigations

revealed the existence of many interesting and sigiifticant features of the

ilows hitherto unknown, such as the large scale coaerent structures, the

bursting phenomenon, the nature of the Reynolds stress. This article

aims to present these recent trends and views on turbulence for scientists

and engineers who are concerned with turbulent flows but are not familiar
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with the exciting basic research activities in the field.

General:

All turbulent flows are governed by the well-known Navier-Stokes

equations which are formulated on the basis of the equilibrium of forces.

A solution of these equations should yield all the properties of the

flows. However, our present day mathematical techniques are inadequate

to handle these highly non-linear partial differential equations. In H

the absence of a complete solution, attempts are being made to under-

stand the behaviour of the fluctuations and to formulate some laws

governing them, using experimental results and observations. Quasi-analytical

so1,itions of Navier-Stokes equations are also being attempted using models

for shear stress. Modern computers are a great boon for this type of

analysis. Large 'umber of models have been employed and many useful results

obtained for a variety of flows. However, to achieve the final goal the

mo-deliag needs further improvements.

Turbulent flaws contain a large number of eddies of differnet sizes

and they generate velocity fluctuations in a random fashion. Such randomness

is observed in the magnitude, phase and frequency of these time dependent

motions and hence a statistical approach is resorted to, to drrine them.

i'he eddies are responsible for the transportation of mass and momentum on

a macro scale acros.i the flow field. Depending on: the flow conditions,

the eddies get deformed and larger ones get Iroken down into smaller ones

in a cascade shower till they become uni,'entifiable and dissipate into

heat. This situation introduces., large variety of velocity and length

scales into the problem.

The energy content in the eddies is represented by the energy density -

wave number spectra in a general way (Fig 1). Wave number is defined as

---- where YL is the frequency of the velocity fluctuations andljis
U
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the velocity. For all turbulent shear flows, the turbulent kinetic energy

i. found to be concentrated in the low wave number region of the spect'oa,

which represents large scale eddies (Ref 1). Since the spectral curve

forms the basi:; of many analyses, detailed studies have been made on the

nature of the spectrum•1, searching for similarities. While some success

has been achieved in the small scale fluctuations, the shape of the

spectrum is not unique for large scale motions and appreciable differences

exisc from flow to flow. The similarity in the small scale fluctuation3

(large wave numbers) has been examined extensively but it remained as an

acadenic exercise as far as engineers are concerned. in the last two

decad2s serious attempts are being made to investigate the behaviour of

the large scale fluctuations in a variety of ways, since without an under-

standing of their dynamics further progress remains stalled.

Even though turbulence was accepted to be a random phenomenon for

many years, there were doubts in the minds of many investigators about the

true nature of the randomness, because of the existence of orgar:nzed

motions in shear flows. Examples of this are, the vortices formed behind

circular cylinders, the wavy structure of the fClows in the outer region

of a jet or a wake or a boundary layer, consisting of alternating rotational

and irrotational motions. These structures are of large scales which

represent the low wave number region of the spectra where the energy is

maximum. Based on these observations one is tempted to conjucture that

these large scale motions are not truly random and that they could also be

considered, on account of their energy content, to contain the primary

mechanism for the extraction of energy from the mean flow, to be later

converted to turbulent fluctuations.
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in a flow where tile production of turbulence and its dissipation are

in equilibrium, there exists a continuous process in which the large scale

fluctuations break down into smaller and smaller eddies. In such a

situation, the large ordered motions as well as the small scale structures

which are random would get mixed together, the existence of the former

being inconspicuous. lfencc, to study the orderly motions, they have to be

identified from the rest of the fluctuations. If the existence of the

orderly large scale motions is established to be a general feature of all

turbulent flows, the analysis of turb'lence has to be approached in an

entirelv different manner from the methods adopted previously to solve the

problem as a random process. The information available on the large scale

coherent structures as observed in different shear flows is discussed in

the following paragraphs.

Turbulent Boundaty 1.r ayers

The instantaneous behaviour of the velocity fluctuations in a turbu-

lent boundary layer is being studied in great detail for the past two

decades, One of the main features of a boundary layer flow is its ability

to maintain tirbulence continuously, unlike grid and free shear flows and

It is conjuctured that the surface on which the boundary layer is formed

might be responsible for this behaviour. The exact mechanism of the

process remains still unknown. Some well recognizable time dependent flow

patterns were first observed by Kline and his co-workers at Stanford

University (Ref 2) io the wall region of a turbulent boundary layer and

these events are now generally known as "bursts". A low speed water

channel was employed in their investigations using micro hydrogen bubbles

as tracers for instantaneous flow visualization. Bursts were found to be
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localized three dimensional patterns associated with large velocity

gradients around them. The intensity of the Reynolds stress was found

to be large during the bursting period. It was then concluded that the

bursting phenomenon is primarily responsible for the production of turbu-

lence in a boundary layer. Since the bursts were obseriable only near

the wall, the production was considered to be wall oriented. A few years

later, similar flow visualization studies were repeated but in a pipe

flow at the University of Ohio by Brodkey and his group (Ref 3). Instead

of hydrogen bubbles a birefrengent liquid was used to identify the events.

Many stages of bursting were observed, the main ones being the ejection of

the slow moving fluid away from the wall in the form of jets and an inrush

of the outer fluid towards the wall. All the experiments were conducted

at very low speeds and also at low Reynolds numbers just above the critical

value for transition. Flow visualization btcomes difficult if the veloc-

ities are high.

Further investigations were made by the author oi the bursting phenom-

enon in boundary layers at the Indian Institute of Science, Bangalore,

(Ref 4 & 5) and also at the University of Southern California with Laufer

(Ref 6) in wind tunnel boundary layers at high Reynolds numbers, using hot

wire techniques. Turbulent signals at the wall region were found to be

intermittent for low free stream velocities from which bursts could be

identified to some extent; however, as the velocity was increased, the

burst signals became obscure. Several methods were employed to extract

the burst signals and the most successful one is the selective filtering

technique. The period of the bursts were obtained by this method and also

from the auto correlation of the hot wire signals. This period (T) which
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is :he average time between two consecutive bursts was found to scale with

the free stream velocity (U) and the boundary layer thickness ( 6 ). In

all the experiments UT/6 was nearly constant with a value around 5.0

even though the Reynolds number of the flow was varied by a factor of 10.

Receiit experiments conducted by the author (Ref 7) at NASA, Ames Research

Centor, at high Reynolds numbers also confirm the above trend. The bursting

per!)d obtained earlier by the Stanford group agreed with the above result.

in aidition, it was also noticed that by using the selective filtering

tech kique intermittency of the signals could be identified not only at the

wall but also in all the regions in the boundary layer. For a given

boundary layer, the period (T) remained constant irrespective of the distance

fron the wall. The above result raised the doubt whether the burst in the

wall region is the primary agency for the production of turbulence as

envlsaged earlier or is it the complete boundary layer involved in the oro-

ces, in an integrated manner. On examining all the results, then available,

it was speculated by the author that the boundary layer might consist of

large scale cyclic notions spanning the entire width and convected along the

fow (Fig 2). The bursts near th wall, the ejection and the inrush processes

ind the wavy interface in the outer parr of the boundary layer could be just

various manifestations of this large scale structure It was also suggested

that this near cycliL motion could be responsible for the production of

turbulence by extracting energy from the mean flow. The existence of the

large scale motions were later confirmed experimentally by the detailed

measurements of the flow at the University of Adelaide by Brown and

Thomas (Ref 8).
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The dynamics of the large scale coherent str--cture is still subject

to speculation. One possibility is that the outer flow which has higher

F velocity and momentum, imparts motion to the cyclic structure periodically.

I When this flow reaches the wall, it is seen as an inrush. Temporarily,

the original onward mean flow in the wall region gets retarded on account

of this inrush, resulting in accumnulation of mass and is followed by a

pressure rise. As a consequence of this, the excess mass is ejected out-

wards which appears as a jet shooting out away from the wall. This motion

formis the other half of the cyclic process. The time delay between the

retardation of the flow near the wall and the ejection of the accumulated

mass determines the periodicity of the large scale! structures. Bursting

process includes all the events occurixig near the wall region in a single

cycle. Hence, the bursts as well as the large scale coherent structures

have the same cyclic period.

During the bursting process, the flow in the wall region manifests

into different forms. The flow patterns near the wall is of considerable

importance, since wall shear as well as the turbulent stress are influenced

by them. Experiments with hot wire ladders have revealed that the instan-

taneous velocity profiles close to the wall vary with time during a burst-

ing cycle and contain inflexion points which are dynamically unstable

(Ref 9). Landahl (Ref 10) has proposed a burst regeneraLion mechanism

whereby a large velocity defect in the shear flow~ may trigger new break-

down thus continuously producing turbulence. The exact nature of the flow

patterns is still not very clear even though many flow visualization

experiments have been performed by several investigators. Some kind of

Ihorse-shoe vortex type pattern has been observed by some, the scale of the

vortices being small compared to the large scale structures. The
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possibility that the pattern might depend on the Reynolds number cannot be

ruled out (Ref 11).

Recent investigations on the instantaneous structure of the turbulent

shear stress have revealed many interesting features of the mixing process,

entir.-ly different from the views held eazlier. it was previously assumed
that the turbulent shear stress, especially the u'v' component is mainly

associated with thco large scale motions. Reynolds stress was always

measured as a time averaged quantity and most of the present day stress

models are developed on this basis. With the use of modern electronic

circuits it has become possible to obtain continuous signals of the stress

and an examination of the u'v' trace indicates (Fig 2) that the stress

f occurs intermittently (Ref 12) and not continuously. This stress is active

only for short periods spaced at intervals corresponding to the time scale

of the large fluctuations.

The overall picture of the mixing process emerging from the above

observations could be viewed in the following manner. Transport of mass

as well as of momentum on a macro scale is due to the large scale (.vclic

motions spanning the entire width of the boundary layer. However, homogen-

eoius mixing of a fine scale is confined only to a small region along the

contour of the large coherent structure.

Free Shear Flows

1 ~ The structure of turbulence in jets and in mixing layers has been

studied in great detail for many years and in the last decade attention is

focussed towards large coherent structures in these cases (Ref 13). The

flows in the outer edge of a jet and the free stream edge of a boundary

layer resemble each other in many respects. Alternating wavy motions
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containing rotational and irrotational fluctuations could be observed and

they form part of the coherent cyclic structure. Hot wire signals of the

turbulent shear stress fluctuations clearly indicate that the stress is

active only during certain periods, the duration between the periods being

approximately equal to the time scale of the large coherent motions (Ref 14).

Similar behaviour had been already observed in boundary layer flows.

Experiments conducted on jet noise with different jet configurations

including aircraft jet exhausts have also revealed the existence of the

coherent structures In the spectral distribution of noise (Ref 15).

In all the measurements the intensity of noise was found to reach a maximum

around a Strouhal's number of 0.30, the Strouhal's number defined as St - nJD/I'

where U & D are the velocity and the diameter of the jet at the exit and n

is the frequency to which the output of the microphone is tuned.

Another interesting feature of the large scale structure in free shear

flows is the pairing process, whi~n the period of the structure gets doubled.

This phenomenon could be easily observed in s round jet by examining the

hot wire traces at different locations down-stream of the exit (Ref 14).

Very close to the orifice, near sinusoidal fluctuations of a single frequency

can be noticed. As the wire is slowly shifted down-stream, the intensity

gets modulated, the frequency remaining the same. At a particular distance

alternate fluctuations slowly disappear and the frequency gets reduced to

half the original value. The pairing process is now complete (Fig 3). The

physics of the phenomenon is not yet well understood. One of the plausible

explanations is the merger of two sets of vortex trains in a synchronised

fashion, one set formed inside the core of the jet and the other outside

in the entrainment region. It has been conjuctined (Ref 16) that on account

of the interaction between two vortices during pairing, pressure fluctuations
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are produced which acts as the primary source for the radiation of noise.

Experimenta indicate that the frequency of the fluctuations at the end of

pairing is the same as the frequency of the radiated noise at its maximum

9 intensity (Ref 14). Both correspond to a Strouhal's number of 0.3.

1
Large scale organized structures have also been observed in two

dimensional mixing shear layers and extensive investigations have been

carried out on this topic by Roshko and his group (Ref 17) at the California

Institute of Technology. In their experiments two different gases were

allowed to mix arnd the complete mixing process was visualized uising

shadowgraph technique. Short duration photographs revealed many interesting

features of the flow pattern.. The eddies formed near the origin were small

to start with but grew rapidly as the flow moved down-stream, Two

dimensionality was maintained by the organized motions for large distances.

Pairing of nearby vortices were also observed. A sketch of the flow pattern

is shown in Fig 4. In the exper-.ments the boundary of the coherent

structures could be clearly been. These structures were vortex like with

a tendency to rotate as a whole. Mixing seems to be confined to the

contour of the large scale motions similar to jet and boundary layer flowe.

General Comments

All turbulent shear flows including boundary layers conrain large

scale coherent structures. They are vortex like and are convected along

the flow. Some periodicity and orderliness are exhibited by these motions

and hence their behaviour is far from being random. In low speed floaws

these motions could be observed with some clarity whereas at higher veloc-

ities, their existence is masked with other random fluctuations which are

of smaller scales. Special techniques have to be employed to isolate them.
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The coherent structures play an important role in the dynamics of

turbulence. They are large scale eddies spanning the entire width of the

shear layer and are initially set into motion by the mean ilow, most

probably by the flow in the outer region in a boundary layer and in the

inner region of a jet, where the momentum is maximum. During this process

thF energy in the mean flow is transferred into turbulent kinetic energy

but in an orderly manner with a frequency equal to the time scale of the

large structure. Later, these motions break down into smaller eddies and

then disintegrate into fine strtictures before getting dissipated into

heat. Since the coherent structures span the entire width of the shear

flow, mass as well as momentum are transported by them all across the

layer on a macro scale. However, fine scale homogeneous mixing is con-

fined to narrow regions along the contour of these large eddies. The

above trend is suggested by the intermittent nature of the turbulent shear

stress fluctuations. This new concept of mixing has bearing on many

practical applications. For example, in combustion problems where the

fuel and the oxidiser are to be mixed thoroughly (i.e. fine scale mixing)

for spontaneous ignition, the burning of the fuel will take place only along

the periphery of the large eddies. The passage of many large scale motions

will be required for complete combustion. Similarly, many reaction pro-

blems in chemical industries will be governed by the above process. On

the other hand if momentum has to be transported, the strength of the large

scale structure has to be enhanced. A typical example is the ejector where

the induced mass flow depends on the overall momentum transfer. Since

the large scale coherent motions play an important role, any alteration

to this structure would have appreciable effect on the overall charac-

teristics of the flow in general. Periodic suction or tangential blowing
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in a shear flow, synchronised with the large scale motions might have

engineering applications.

For the shear flows so far investigated for large scale motions, the

Strouhal's number is nearly constant having a value of about 0.25, if

appropriate velocity and length scales are taken into account. The results

are tabulated below:

(a) Boundary layer (two dimensional) - St - - . 0.20
U

(b) Wake (two dimensional) - St G rS 0.. o.6-
U

(c) Channel flow (two dimensional) - St = -O.-

(d) Vortex street (two dimensional) - St =..fl1C 4 0.24
U.

(e) Jet (asisymmetric) - St 0.14

St - Strouhal's number; S - boundary layer thickness

w- Half width of the Wake; D - Half width of the channel

D - Diameter of the circular cylinder;c

D - Half width of the jet at the exit.

U - Maximum velocity of the particular flow.

The existence of the large scale coherent motions and their signif-

icance to turbulence having been established, the next phase of the in-

vestigation is to formulate laws governing them. Though the large scale

structures are far from random, their patterns are irregular except in

special cases. Hence, one should look only for average properties. The

relation between the size of the large eddies and the magnitude of the

velocities contained in them is of primary interest. If similarity exists
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in the energy wave number spectra, the above formulation would have been

somewhat simpler but it is found that the spectral curves in the low wave

number region vary appreciably from flow to flow (Fig 1). Even otherwise

the spectrum being based on Fcurier components of the fluctuations and

containing no information regarding the phase relations, it is difficult to

eeparate the structure of tha coherent motions from other random contamin-

ations. Hence, for a study of the properties of the large scale motions

an entirely different approach is needed. This calls for new ideas.

With the help of the modern high power computers attempts are being

made to simulate the large eddy structurea directly from the Navier-Stokes

equations (Ref 18 & 19). In this approach the Navier-Stokes equations are

not solved in their entirety and the computations are simplified by using

models for small scale structures. The results obtained so far are very

encouraging. It is however too early to assess the applicability of this

approach for engineering purposes.

Recently, the author attempted to identify the large scale motions

directly from the hot wire traces, on the assumption that a large scale

eddy and the zero crossings are related (Fig 2). The hot wire trace of

longitudinal velocity fluctuations in a boundary was examined. Very

small crossings of doubtful nature were neglected and only the primary ones

were considered. It was observed in this study that the average duration

between cwo consecutive zero crossings was the same as the burst period

(Ref 20). The rate of the zero crossings remained almost constant across

the boundary layer. The above result established, though not conclusively,

that '-e primary zero crossings are the signature of the large eddies when

they cross the mean value.
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Some analyses were made on the period of the zero crossings which

represents the time scale cf the large eddy, and the amplitude of the

velocity fluctuations. These investigations were also extended to two

dimensional jet flows. As a preliminary measure the velocity scale was

represented by the maximum value of the fluctuations in between two zero

crossings. A wide range of experiments wrere conducted and in all of them

some unique relations were observed (Ref 21). The author is of the opinion

that further investigations in this direction might yield fruitful results.
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ADP p00333
IMPROWVD ANALYTICAL AND NUMERICAL TECHNIQUES

FOR CACULATIING EXPLOSIONS AND IMPLOSIONS

by

John W. Goresh* and Henry E. Fettis**

- Theoretical investigations in connection with the hypervelocity

launcher research efforts carried on at the Fluid Dynamics Facilities

Research Laborator •have required a detailed study of strong explosions

and implosions.

For some time, it has been known that the system of partial differ-

ential equations defining pressure, density, and particle velocity can

be converted to a system of ordinary differential equations by means of

a similarity transformation. In the case of an exploding blast wave, the

similarity transformation can be explicitly determined by consideration

of the principle of energy conservation. The resulting system of equationF

which ultimately contains only one parameter, namely the adiabatic

constant, y, can then be integrated numerically, using the known relations

at the shock front as initial conditions. Alternatively, known analytic

solutions are available, but these have not been used extensively since

they are implicit and do not allow the direct determination of the desired

physical quantities (pressure, density, and velocity) at a given point,_

On the other hand, the numerical approach is time-consurming and also results

in inaccuracies in the vicinity of the center. As a neans of circunirentina

the aiove difficulties, the exact analytical solutions have been cast into

a form whict, permits an iterative determination of all of the physical

quantities directly as functions of position.

The implosion problem is conplicated by the fact that the similarity

variable is not uniquely determined, but is different for each value of y.

The equations in this case possess a singular point and the similarity

variable must be so chosen that the resulting solutions are continuous in

* Deceased, formerly of AFARL, WPAFB
** Mountain View, CA

Manuscript Received March 1980 Based on Work Performed in the Air Force Aerospace
Research Laboratories During 1965-66.
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this vicinity. Since no complete analytic solution is known for this

problem, the only recourse is to numerical irtegration. However, since the

system now contains two parareters, a trial and error technique has been

used to find the proper exponent in the similarity transformation. If

this exponent is not correctly chosen, and the equations are integrated

starting at the shock, the resulting solutions will diverge. Such an

approach is clearly, numerically untractable. As an alternative, the

equations can be transformed in such a way that the singular point and

the trajectories which pass continuously through it are clearly defined.

This permits the unknown exponent to be syste-i-tically determined, using

the known shock conditions and the method of false position. These

procedures have resulted iii a more extensive and accurate tabulation of

these important physical quantities than has heretofore been practical.

Typical calculated values are presented in graphical form for both problems.
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NOMENCLATURE

A separation constant (see Eq 7)

a speed of sound

E total energy of gas per unit mass

f similarity variable representing pressure

I total heat of gas

p pressure

Po pressure of undisturbed flow

r radial distance

R siLock radius

t tire

U shock velocity

u radial velocity

Y ratio of specific heats

exponent in the similarity transformation

non-dimensional radius (•)

spatial index (see following Eq 3)

densiLy

P1,, density of the undisturbed flow

0(,)) similarity variable representing velocity

0('i) similarity variable representing density
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I. INTRODUCTION

Hypervelocity research facilities require extensive

numerical data relating to pressure, velocity, and density

in both exploding and imploding blast waves. In the ideal

case of a strong point-source explosion or a strong implosion,

the partial differential equations determining the above quan-

tities can be reduced to a system of ordinary differential

equations by means of similarity transformation and can be

non-dimensionalized in such a way that only one parameter is

involved; namel7, the adiabatic constant, y. This is dcne by

introducing a new independent variable, n, defined by the

ratio £, where R is the radius of the shock wave.

The similarity trensformation involves an exponent, 6,

which for the explcsion case can be determined uniquely by

the requirement of tne conservation of energy. However, In

the implosion case, the exponent cannot be determined in such

a simple manneo. The differential equations contain singular

points in the region where the solution is required and the

exponent, which is different for each value of y, must be

chosen in such a way that no infinite derivatives occur in

this region.

Solutions which describe the flow fields in terms of

pressures, velocities, and densities induced behind the

shock wave as well as the variation of the pressure exponent,

6, with the adiabatic constant y, have been determined for,
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the Implosion case. The results are presented in graphical

and tabular form in the Appendix. An additional quantity of

physical interest~ the energy ratio, 1(n), which is defined

as the ratio or kinetic to thermal energy at varying stages

of the Implosion.
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11. 'rTERORETICAL CONSIDERATIONS

If we assume one-dimensional, perfect, and inviscid

gas conditions, the equations of state/continuity, and motion

are the following:

+-PY 0(1)

Dr + " r = 0 (2)

au ' a ir 1 0
Wt + ! + Or (3)

where is the adiabatic constant, r is a spatial coordinate,

and the value of depends on the coordinate system:

, 3 spherical

"2 cylindrical coordinates

V 1 planar coordinates

From Eqs (1), (2), and (3), by certain algebraic manip-

ulations, we can also derive the so-called energy equation

rV11 _E + A r-1 (4)

where

E pU2 + (51 (5)

and

+ P (6)
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Two additional assumptions are now made. They are:

(1) the profiles of the physical quantities behind the shock

front are self-similar and (2) the resulting blast wave is

strong.

Because of the first assumption, Eqs (l), (2), and (3)

can be reduced to a system of ordinary differential equations

r
by introducing a new Independent variable, n, defined by

where R(t) Is the radius of the shock wave forming the outer

edge of the disturbance. It is found that

dR A'

HE AR 7  (7)

where A is an arbitrary constant and the exponent 6 is as yet

unspecified. The system of partial differential equations is

now (after introducing appropriate non-dimensional variables)

transformed into the following system of ordinary differential

equations:

f + y*•(-n)rI' - (8)

*' + (€-n) ±'- -(v-l) ± (9)

(-n)f'-Y(-n)f 6f (10)

where

o"a IR-' f (n) (l

2. a (n) (12)

U - AR 2 t(n) (13)
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and

a 2 - ŽP'Th is the Fpeed of sound, while the energy equation
Po

in terms of the new variables, becomes

0_.6 d V6 P( - _ ( (14)

with

Fp(n) a 1 2 f~r. (15)

and

G (n) 4 Fl0# + f!. (16)

Eqs (8) through (10) must be solved subject to the Rankine-

Hugoniot conditions at the shosk front, n-l. By assuming a

strong shock, these conditions may be put in the .following

form consistent with the similarity ausumption:

f(l) - iL (17)

Y-1
*(l) - (18

Y'-l

From Eq (lb), it is clear that, in the explosion problem,

6 must have the value v in order to meet the requirement of'

energy conservation. In the implodion problem this is not

the case, and the correct value o. 6 must be determitied by
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other considerations. Specifically, it must be determined

in such a way that no infinite derivatives occur in the region

of physical interest which in the present problem corresponds

to the range lcn<-. This requirement can only be met if, in

any of the expressions for the derivatives, either the denomi-

nator does not vanish or both the numerator and denominator

vanish simultaneously. The latter condition determines a

"singular point" at which the derivatives are finite but must

be determined by a limiting process. The treatment of this

problem is simplified if two new variables

U f- (20)

and y A ± are introduced. (Pi)

Substituting Fqs (20) and (21) into (8), (9), and

(10), and solving explicitly for f', 0', and *', we obtain

the following:

fut (y-1l)(6-(v-l)yy] - Aix P(y). -- +" =(22)
f (y-l) 2 -u (y-l) 2 -u

0 du -Y(v-l)y(y-l) - 16F P(y) 6
S(y-)2-u (y-1)2-u (23)

(v-l)uy u + y(y-l) -uP(y) 6 y
+ --___(24)__(y-l) 2-u y(y-l)((y-l) 2 -u] 2 y-i

where

P(y) (y-l)(8-(V-l)yy - y
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The conditions that the numerator and the denominator

in each of the above equations vanish simultaneously will

only be satisfied if'y a y, is a root of the quadratic equation

p(V) = vV2(1-) Y + y + vy- - - a - 0 (25)

and if

u- - (y, -1)2 (26)

, quations (25) and (26) define two singular points corre-

sponding to the two roots of (25).

In general, the solution of the system of differential

equations whicn satisfies the shock conditions will not pass

through such a point unless the proper value of "6" has been

used. On the other hand, the trajectories which pass through

a singular point and which, clearly, are the only physically

acceptable ones will not, in general, meet the specified shock

conditions.

The analysis can be simplified if Eqs (22) and (23) are

replaced by a single equation with u and y as variables. This

is done by noting that

u' f'

and

ny' = a - y

Whence

1 du (y-l)P(y)(y-1) <+6 - 2y (y-l)][(y-l) 2 -u]

u dy -uP(y) + YyY[ - y +l][y-l)2 _j
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It is seen that any point (u,, y,) as determined by Eqs

(25) and (26) will also be a singular point of Eq (28). The

procedure to be followed is described in the next paragraph.

A value of 6 is assumed and a singular point is located

from Eqs (25) and (26). Since both the numerator and the

denominator of Eq (28) vanish at this point, the expression

fordu in Eq (28) is indeterminate but can be found by apxly-

ing L'Hospital'srule to •h right side. The result is the

following quadratic equation

S- y, + 1] B2 - (2yyjy 1- 6 - yI + 1 + +

2y(l-yl ?)-uiP' ) 0 -(Y-.l)(l-y 1 )u1 P' -2u,(l-y1 ) [6+

20(1-y - 0 (29)
du

where B is the value of d at the singular point. Since u

is known to be an increasing function of y, only a positive

root of Eq (29) is admissible. Once the initial value of

du has been found, Eq (28) can be integrated numericallý until

the point

y 2 "•+--;T(30)

corresponding to the shock front conditions is reached.

Had the right value of 6 been chosen, u would then have

had the value
(,) _f_(1) 

2 y(y1-l)(
_ = rY+ iT (31)
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In general, this will not be the case but, after several

values of s are tried, it is a simple matter to locate the

correct one by the method of false position.

Far want of a better trial value of , the following

upper bound found by equating to zero the discriminant of

Eq (25) can be used as a starting point:

dmax ' 2(v-l)y (32)

Of the two possible singular points determined by Eq (25),

only one will yield a solution which meets the shock require-

ments. The incorrect point can be identified by the fact that

the value of. u(l) will tend further from the value given by

Eq (31) as 8 is decreased from its initial value, Eq (32).

(Experience has indicated that the smaller of the two roots should

always be used.)

Having found the correct value of 8, we can now obtain f,

0, and 4 directly as functions of r/ by numerically integrating

eqs (8), (9), and (10); and finally, the energy ratio, ;,

defined by

1 fn 2 dn

00 2 n 2 dn

can be determined by quadrature.
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DISCUSSION

The formulations presented in this paper constitute

the first numerically tractable ones for the calculation

of incoming blast wave.s. The formulations can be convierted

into a completely self-contained computationa± routine

which permits all the physical quantities to be computed

directly without recourse to trial and errrr methods.

Shock and combustion wave dynamics in gases can be

applied to produce gases of extremely high pressures and

enthalpies. Gases in this state can be used to study

problems in magnetogasdynamics and plasma physics. One

direct application of these results is found in the pre-

liminary design and use of hypervelocity launchers. In

particular, it is seen that the above described gas can

be used to produce, in hypervelocity launchers, theoretical

gun velocities of aerodynamic models up to 50,000 ft/see

and more. A facility has been built at UTIAS which sub-

stantiates many of the calculated results given in this

paper. An understanding of the phenomena at the core of

the earth, where temperatures and pressures are in the

same order of magnitude as those validating the intense

blast wave theory, can be gained by applying these results.
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TABLE I

I. Values o• the Similarity Exponients 8 for Various 's

"-3

r .2 13 9 67 is rt elagg ButlerI Guderly Welsh StanyukovichY ThsRepo] uel

? 067 0.6416 0.641513 0.81.2 0.64 13 l 0.7887 0.788728 0.792
1.4 0.78872153 0.8810
1.6 0.8810576.

58 4 0.9053 0.9053853 0.9053854ý3
0 0.9475

1.8 0.94744S9i~1 .05 1.000
2.0 0.99829369 1.039
2. 2 1.03875004 1.072
2.4 1.0717973, 1.099
2.6 1.09933278 1.123
2.8 1,1226397 1.143 1.14262 1.1
3.0 1.14262527 1.159
3.2 1.15995117 1.166

3.4 1.17511354 1.188
3.6 1.18849196 1.199
3.8 1.2003819
4.0 1. 2110174 4 6 3.0

1.3996883

-2

1.2 0 .32244061
1.4 0.39428286 0.394589
1.6 0.43991816

5 0.4521075;8 0.452108
3 )j4

1.8 0.473411015
2.0 0.4996489ý6
2.2 0.52099758
2.4 0.53881SZ22.6 0.5539632;4
2.8 0.567027 2
3.0 0. 578427)7
3.2 0.588469 9
3.4 0.597390 0
3.6 0.605369 6
3.8 0.612552 6
4.0 0.619053 8

0.750849)
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Appendix A

DETAILS OF COMPUTATIONAL PROCEDUPE FOR THE IMPLOSION CASE

Integration of the appropriate differential equations

was accomplished by a combination of the Runge-Kutta and Adams-

Moulton methods. In order to determine the parameter 6,

Eq (32) was integrated numerically, starting at a singular

point as determined by Ecs (29) and (30) and continued until

y attained the value corresponding to the shock as given by

Eq (34). The resulting value obtained for u was then compared

with the value given by Eq (35). If the two did not agree,

a new value of 6 was tried. This process was continued until

the computed value of u agreed with that of Eq (35). A rela-

tively coarse interval of integration was used at first in I
order to obtain a reasonably accurate value of 6. The iuite-

gration was then repeated, using continuously smaller inter-

vals until two successive values of 6 were obtained which agreed

to within a specified tolerance.

For each value of y, the starting value of 6 was determined i
by means of Eq (36). This value was then decreased by constant

increments until two successive 6's yielded value of u above

and below the one specified by the shock conditions. At this

point, the method of false position was employed to locate 6

more precisely.

Having found a reasonably accurate value of 6, the origi-

nal system of differential Eqs (8), (9), and (10) could then bp
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integrated numerically, using the known initial conditions

at the shock front. The computational results could be

partially checked by making use of the following analytic

relation obtained by eliminating (4-n) between Eqs (9)

and (10), writing the resulting expression as an exact

differential and integrating. The result is

(n.f)V-1 " C (A-l)

where C is given by the shock conditions. When the com-

puted value of the left side failed to agree with the more

exact value determined by the initial conditions, the inter-

val of integration was automatical.ly cut until satisfactory

agreement was obtained. In carrying out the integration of

systems (8), (9), and (10), it was found to be more satis-

factory to use I as the independent variable.
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Appendix B

THE IMPLOSION PROBLEM FOR y-*s

The behavior of the solutions for large Y can be better

understood by examining the limiting form of the Eq (28) as y

approaches infinity. We introduce a new independent variable

SYY. (rB-1)

Substituting into Eq (28), and letting y-+., we obtain

the limiting form of the differential equation for large Y,

u dc C + u(6-3;) (B-2)

The limiting form of the shock condition becomes u = 2

when $-2,

while the singular point of Eq (B-2) occurs when

2

(B-4)

du
The value, /, of Z7 at the singular point, obtained by

applying LI'Hospital's Rule to the right side of Eq (B-2)

is found by calculating the positive root of the equation

[(B-5)
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Now that the initial conditions and the initial slope are

known- Eq (B-2) can be integrated numerically. At the point

cx2, u should equal 2 if the right value of 6 had been used.

As before, the correct value of 6 can be located by the method

of false positioii. The resulting values or 6 as determined

by the above method are found to be

6. = 0.75084978 . . . . . , v-2

6. - 1.399688 ...... , v.3

The latter differs appreciably from the value 6. m 3 as given

by Stanyukovich.
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AD p~O@33 4
•- (IN S'YNGE'S CRITERMON FUR TI{E STABILITY OF PLANE COU12TL FLOW

K. F. Lee and Knox Milisaps
Department of Engineering Sciences

University of Florida

i. A simple proof for the conjectured hydrodynamical stability of plane

Couette flows against perturbations of all frequencies and of infinitesmal

amplitude is one of the classically formulated problems in theoretical
fluid dynamics, and its solution has eluded everyone including many of the
most powerful mathematical analysts of modern times. J. L. Synge made

one of the most appealing approaches to the solution by giving a simple

criterion for the lower bound of the minimally critical Reynolds Number.

Syn•je's criterion was thought to be relatively weak although the limit of

applicability has not been reported, and this investigation examines
exactly the weakness by determining the extremum, in terms of the maximnir

Reynolds Number, Rm, for stability. It is shown that = 4 is the maximum

using Synge's criterion which is unfortunetely less than Rm = 44.3 using

a much more complicated analysis due to Orr. The importance of these

results is enhanced sonewhat if the eventual prouf, assuming the truth

of the conjecture, follows von Mises' fornulation in which stability for

a small finite range from zero is required as a starting point in the
subsequent analysis.

I[!

Manuscript Received January 1979.
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INTRODUCTION

One of the classical methods for examininp the transition of a

viscous flow from the laminar to the turbulent state is due to

Sommerfeld anl Orr and consists of the mathematical superposition

p+ p' of a perturbation in the stream function

- f(y*)exp[ot + i)x]

where f and a are generally complex, X is real and non-negative, and

A, y* and t are the physical coordinates, upon a viscous flow described

by the Navier-Stokes equation for plane motion

where v is the kinematic viscosity, i is the stream function, A is the

Laplacian, and D is the substantive derivative. Of course, one then

attempts the solution of the linearized bounary value problem for

f(y*). All references to the original works will be omitted since

they can be found in the classic work, C. C. Lin, The Theory of

Hydrodynamic Stability, Cambridge, 1955.

At first glance everyone would think that the easiest analysis

would occur for the mather..atically simplest flow between Lwo planes,

y* h, moving at velocities -U. and Uo in the x-direction, the so-
t•oy* 2

called plane Couette flow for which i - 2h ; unfortunately, for

this simple idea, history has shown that the answer transcends the

analytical abiiities of many of the most celebrated researchers in

fluid mechanics Heisenberg, L. Hopf, von KArmdn, Landau, H. A.

Lorentz, von Misen, P. Noether, Orr, Prandtl, Rayleigh, Schllchting,

Sommerfeld, Squire, Synge, G. I. Taylor, T. Y. Thomas, Tollmien, and,
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more recently, Morawetz, Press, and Wasow. Of these, L. Hopf under-

took quite early the straightforward approach and delineated a real

difficulty; von Mises made a brilliantly powerful, yet unsuccessful,

attack; Prandtl and T. Y. Thomas uced truly novel methods; and Orr

gave the "best" result after an exceedingly complicated and pains-

taking analysis. Of all, Synge presented the most appealing analysis

because of its simplicity, and, although he called his result, "very

weak", no one ever looked far enough into its weakness to see if it

might not be stretched to include Orr's result. This paper investi-

gates its strength.

Incidentally, on one hand, nearly all of the investigations

indicate that plane Couette flow is stable for all infinitesimal

disturbances at all Reynolds numbers --- an almost incredible result

from the physical viewpoint. On the other hand, fifty years ago nearly

all mathematical physicists thought that plane Poiseuille flow was

stable, but L. H. Thomas by direct numerical methods displayed the

minimum critical Reynolds number for that flow and settled that pro-

blem once and for all time although the historian would concede that

considerable doubts had been raised by the time of the computotions of

Th•mas.

I. SYNGE'S CRITERION

-d2 A2, where y -- , then the boundary value

problem for f(y) can be put into the following form:

A fourth order ordinary differential equation

1150
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(1.1) L~f - oLf + iXRyLf

with the boundary conditions

(1.2) f(±l) - f'(±l) - 0
Uo h

where R is the Reynolds number, R

If one denotes a complex conjugate by a bar and differentiation

with respect to y by a prime and if one multiplies Eq.(l.l) by f dy

and integrates from -1 to +1, one will obtain

(1.3) G(12 + X212) -- i)XRQ - (I2 + 2XI2 +X412)

where+1
Shee12 +f 12 iCf dy, +1 f dy,

0 uy 1 f 2 -f
and -1

+1
Q 3 (f'? + yf'f' + X2 f"f")dyf

-iI

Of course, Eq.(I.2) has been used in the integrations by parts, and

IIone observes that a definite difficulty is contained in the integral

+f'f dy in Q.
-1

Now, if the complex conjugate of Eq.(1.3) is added to itself, it

follows that

1'+ X212) - 'R(O - Q) - (2+ 2A212 + A412)o 2' 2 1 0

where

1 2

Upon noting that IQ -I < 2 1o1I from Schwarz's inequality

and, after integrating by parts, it then follows that

Now, it is obvious that
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(1.5) J (f + cyf' + Bf")(f + myf' + 8?")dy > 0
-

where a and $ are real, and it follows that

(1.6) $212> 2(ma a + 2B) + 12 (ai -1)

after noting• +1
f y2fj, dy I . The combination of Eq.(l.4) times 02

-1
and Eq. (l.6)gives
a:,; alB2(12• + X2 12 ) < B2 1Rroi - j 2 (21 28 2 + $- a2 + 20) - 12(•2 + a 1);

. o 1 0

therefore, o < 0 (the condition for stability) whenever

(1.7) R2 < 4,2X2 ý2 L 3_ - Q2 + 20)(X 4 ý2 + • -,1)

-2 04

provided that 2X202 + 0{ - o + 2B > 0 and AB 2 + at - 1 > 0.

The three cases that were considered by Synge are

(1) ct = =1 which gave R2 < 8X2(A 2 + 1) and which yieleind R 0

at A - 0 --- a none too satisfactory result,
c

(2X 2 Ql(40 + 1 n wihyile(2) a - B - 2 which gave R2---2- + 4 ---- 'i and which yielded

Rc 2.6873 at Xc - .57328 and
1

(3) a - - which gave R2 < 8( -A 2 + X3 + X4 and which yielded

Rc = 2.7258 at Ac a .42539.

Using an entirely different and more elaborate method Orr was

able to show R - 44.3, and, quite naturally, it would be interesting

to know if Synge's simple and elegant considerations could be expanded

to include or to improve upon Orr's result by carefully selecting
a and 5.
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I1. THE UPPER BOUND FOR SYNGE'S CRITERION

Upon selecting a and 8, one can determine the values of A for

which the right hand side of Eq.(1.7) reaches its minima, and the

maximum of these minima would constitute the upper bound .for Synge's

criterion.

If one introduces a notation

(2.1) F(cs,8,A) " 4(2X202 + 0,8 - c+ 20)(X 402 + _, - 1)(2B4

then the prblem becomes a determination of F This mini-max

solution is found by solving simultaneously the following equations:

(2.2) - [(0 - 2a)(A8 2 + a - 1) +(2A 282 + ai a2 + 20)][4/A2 84 ] - 0

(2.3) = [0(4X 20 + a + 2)(A 48 2 + a - 1) + 2,40 2 (2, 202 + aB -1
2 + 2U)

-4(2A 28 2 + at - a2 +26)( X"e-+ a - 1)1[4/A 28 5  w 0

(2.4) - - [2X282 (Xa' 2 + 1 2 1) + 2A 482 (2A2 82 + a$ -
2 + 28)

- (2A 2 + aa - a2 + 25)(X40 2 + a - 1)][8/X•3&'] 0

-O11L cAn verify by direct sutstitution that a 4/3, 8 - 2/3 and

X - F/2 are solutions of these equations. One then obtains

(2.5) Fmax,min F , 2 - 16.

or

(2.6) Rc 4

An extensive computer search indicates that this solution is

global. Two tables of five-place values for F(a,8,A) are given to show

its behavior near its saddle point.
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Unfortunately, R C 4 is far below Orr's value of 44.3. Never-

! C

theless, the idea of Synge that uses inequalicies that are obtained by

integrating the fundamental equations after multiplying by various

quantities and by algebraically manipulating the integrated equations

might produce a simple proof for The stability of plane Couette flow

if someone were clever enough. The parting comment by Synge in his

address before the 1938 Semi-Centenial Meeting of the American

Mathematical Society is as valid today as the day he first wrote it.

"The outstanding challenge to mathematicians in the field of hydro-

dynamic stability (is) --- a simple proof, not involving elaborate

computations, that plane Couette motion is stable under all circum-

stances." In these days of large scale digital computers a small

improvement on the challenge might be the presentation of an

elaborate computation showing that plane Couette flow is not stable

if in fact it is unstable, or the requirement for simplicity might have

to be abandoned if the stability of plane Couette flow is ever to be

decided. '1
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MIXING OF CWiMPRESSIBLE FL)WS

"WITH APPLICATION 'A) )•ELIOR 'IAhIUSTIS

Morton A-perin and Jiunn-Jenq Wu
7 Flight Dynamics Research Corporation

Van Nuys, California

Mixing of two streams of cpcressible fluid having arbitrary properties
at the start of mixing results in one of two possible states upon
conclusion of the mixing process. These two final states can be differ-
entiated by the fact that the Mach Nunber of the fully mixed flow' are

related in the same manner -as are the Mach Number-s across a normal shock

wave, One of these states is always representative of a subsonic flow
and the other a supersonic flow.

Since both solutions represent flow. which satisfy the laws of mass
flow and energy conservation and the rmnentum theorum in a channel of
uniform cross-section, the physical possibility of achieving these end

end states must be corroborated by examination of the process in terms
of the Second Law of Thermodynamics. Therefore the total entropy change
of the flows from the initial to the final state have been determined.

It is shown that both solutions correspond to flows which have a positive
entropy change in certain ranges of the initial conditions while in other
ranges the solution corresponding to a supersonic end state may violate

the Second Law of Theritodynamics

Applications of these solutions to the flow through an ejector
provide a means for design optimization which results in high thrust

autmentat.,.ng capability at any given flight speed. -,.

Manuscript Received March 1979. " 1
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Mixing of Compressible Flows

With Application to Ejector Thrusters

by

Morton Alperin and Jiunn-Jenq Wu
Flight Dynamics Research Corporation

Van Nuys, California

During his years of association with the U.S. Air Force, Dr. Hans von Ohain

has been an inspiration to those, within and outside of government service, who

were interested in the pursuit of new concepts. His encouragement of the efforts

to develop efficient 'Jectors has been of particular stimulus to the evolution

of the present state-of-the-art, and in particular to the development of the

j0t-diffusar ejector, and it is with mixed emotions of pleasure and sorrow that

we observe his retirement from official duties in the U.S. Government. Our pleasure

derives from the fact that in retirement von Ohain will be free to devote whatever
time he wishes to the pursuit of matters of interest to himself, and we sincerely
hope this will include further effort towards the goal of improved ejectors. Our

sorrow of course is related to the loss of sincere, informative advice and

encouragement, from someone as well informed as von Ohain.

The preparation of this volume of original papers by those scientific personnel

who had the pleasure of knowing von Ohain during his years of involvement in

research associated with aircraft p•.opulsion, ib an appropriate means for

recognition of his contributions to this science, and we cre pleased t 'ave been

included in this group. To participate in what we believe to be a weii deserved

honor for Hans von Ohain, we have prepared a brief exposition of our most recent

work related to ejector technology, illustrating the role of mixing upon the

performance and optimization of ejectors, and including a recent discovery of a

means for the design of translating as well as stationary ejectors whose I.njected,

energized gas may be of high velocity and high temperature. The following brief

analysis of the ideal ejector processes should stimulate new areas of research

which have a high potential for improvement of the overall efficiency of existing

thrusters by their use in combination with ejectors.

The analysis which follows, describes initially the mixing process by itself,

and then relates the characteristics of the mixed gases to the performance of
ejectors, described in terms of the ratio of the change of momentum flux (net thrust)
to the net thrust of the gas generator operating as an ideal free jet.
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List of Symbols

a primary jet thickness or area

M Mach number

Smass flow rate

n (= (Y - )y)

PO stagnation pressure

p preisure

R gas constant

r entrainment ratio

S entropy

s specific entropy

T temperature

T stagnation temperature
U secondary or mixed flow velocity

V primary or injected flow velocity

X duct width

inlet area ratio ( - X2/aI)
Y ratio of specific heats

6outlet area ratio ( X3/X2 )
As entropy production due to mixing

P mass density

thrust augmentation

Subscripts

c choking

secondary (induced) flow
p primary flow
r reference

1,2,3 ejector stations

ambient conditions
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Theoretical Considerations

The injection of two uniform flows of compressible fluid into a

duct results in processes of kinetic and thermal mixing. If the duct

is of sufficient length and if skin friction is neglected, the mixing

process will continue until the resulting flow is uniform in all of its

properties. Assuming that the fluids have arbitrary properties at the

start of mixing and that they satisfy tha perfect gas law throughout
the mixing process, the laws of mass ilow and energy conservation and

the momentum theorem can be writt•,n for the p.:7zcess in a duct of con-

stant cross-section in terms of the notation and wtation designation
described on Figure 1.

a Ul, PI1 U2 2

SVpl 1  p plP 2

X 1 X2 -al

Figure 1. Schematic diagram of mixing duct

Mass Flow Conservation.

P3XIU1 + Ppl al1 - P2X2 2 ()

Energy Conservation.

p op i ol 0 iTo 2  (2)

Momentum Theorem, assuming pressure is uniform at Station 1.

PlX2 + 1 XIUI P1la1V 1 = P2 X2 + p2X2U2
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Using the perfect gas law
p k P Pk .k k - ,2, pl (4) •

and exPressing the densitiej, velocities and static temperatures in terwa of
Mac I numbers, the Mach number at Station 2 (M can be expressed in termsof
conditions at Station 1, by rearrangement of Equations 1, 2 and 3. Theresulting relationship is

A(yM) 2 + B(YM) + i 1 0

where (5)
A 1 (y - l)/2 

(6)
B 2 - yj 2  

(7•

/ + + rM 1

and - , . . .
.

+ r 1
: • P l X l U I 

,

p 
(9)

IT
T01

-i+ M.' 2 (T - 2 (0)

T

2 p (:1P)

and therefore

1M2 = - BA ... 4A (12)

Thus for any given set of flow properties (m. MP1 or PO/Pol opI01

at the start of mixing, there are two possible fl ws after copletion of themixing process.
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Examination of these flow properties indicates that the two

solutions to Equation 5 are related by the expression,

rl 2•,2 (- I)M21 + 2
, 2 2( () + (13)2(-) 2YM2 - (Y - 1)

v.*hich is the rel.itionship between Mach numbers across a normal shock

Wave.

Thus the two solutions represent flows which at the completion

of mixing, kay be either subsonic or supersonic. Depending upon the

initial properties of the unmixed flows at Station 1, either or both

solutions may represent realistically achievable flows or in some

cases may represent a state which is not realistically achievable

from the given initial conditions but which is consistent with the

four laws represented by Equations 1, 2, 3 and 4. To determine the
"validity of solutions, it is essential to investigate the entropy 'I

production in the light of the Second Law of Thermodynamics.

At Station 1, the entropy of each flow with respect to an ax-

"bitrary reference value can be expressed as

S s1 -sr - ((spl - r) 4 - sr) (14)

+R a ' )+ -(1 +) ZrLJ (15)

and

S - S = R ( n(-!) - n (l + r) (16)

and the change of total entropy is

As = s-s - =AR I(L)in(T) + n -(1I + r)£.n( -l (17)
2 1 p n(T \in(IX( '(LP,

and only those flows in which AS > 0 are considered realistic.
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Therefore all solutions to the equations of mass flow and energy conservation

and the momentum theorem which do not satisfy this condition are discarded as

being physically uairealistic.

Other important fluid mechanical characteristics and limitations imposed

by the prescribed laws are divulged from a detailed examinition of the solutions.

Obviously the quadratic equation (5) has no real solution when B2 < 4A,
2 2and has a single solution when B - 4A. It can be shown that when B - 4A,

2M2 - 1, which can be considered as the choking limit. When B > 4A the two

solutions obtained from the quadratic equation (S) represent flows at <.he

conclusion of the mixing process which, in one case ig supersonic and in the

other case is subsonic. and the two solutions become iden.tical when M a 1.0,
22i. e. when B a 4A. Thus at this condition (M2 - 1.0), the Zlow is ,.hoked and

the condition for the choking 3imit is

2B - 4A (18)

Solution of this equation yields a value Zor J - Jc which is4c
" Y 2(y÷ 1) (-1.565 for Y 1.4) (19)

and therefore from Equation 8, using the choking value of J(- Jc),

it can be shown that

(T-a WK 1)~ (20)

T

Tol c \ oc

or / :)
T 0 4 (21)

where 2

M 2

- - T

Y1 +(a -l1) _jLf (a %21) 1-2
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The two values of To/Tos repreveo.tad by Equation 21 can be shown,

for a 1, to be inversely relatrý.I or

A, Tol(23)
YmT cI ( -TOPCTo1' c(+) -op' c(-) i

whers in this case the + and - signs zefer to the positive and negativi signs

in the solutions tc, Equation 21.

The relationship indicated by Equation 23 illustrates the fact that ii M

M and a are held ftwed, choking will occur at a given ratio of the larger to

the smaller stagnation enthalpy, regardless of which of the two flows contains

the larger stagnation enthalpy.

To illustrate the relationship among the vario-,s flow parameters, the choking

limits and the regions in which the sol-tlonw represent flows which violate the

Second Law of Thermodynamics, the Mach No. at Station 2 (M2 ) and the entropy

change acroas the mixing process ^re calculated as functions of the stagnation

temperature ratio (Top /To01, for variouw initial conditiors. For cunvenience in

comparison between theory and expjrimený, the illustrations presented on Figures
2 and 3 were prepared for a fixed ratio of stagnation pressures (P /P 3)

op ol 3
instead of a fixed value oi Mpl. Thus M is a function of M1 only and renains

fixed when M1 is -ensta'.t. The dependence of M uponl M1 for the stagnatior
pressure ratio of 3 is ahown in Table I and the relationship is given by Eq. 24.

TABLE I
jM14 0.6 O.P 1.U 1.2 1.4 1.6 1.8 2.0

1.44 1.33 1.65 1.79 1.95 2.13 2.31 2.51 2.71

M -

M -± FM2~ M')Z.X (24)

Figure 2 kllustrates the relationship among M2 , 2 S,'iftPR and TOP/TC1 for a

fixed value of P /P in the range where M is greater than 1.0: and M1 varies

parametrically over a subsonic range. Figure 3 illust-Ates the relationship among
the same parameters when the Mach No. (MI) is superejnlc. The mixed flows are

observed to choke at values of To /T which are close to zero and again at large
OP 01

values of T op/To, as indJcated by Equation 23. At intermediate values of T /Tor,

M2 i- subaoi.ic when the negative sign of Equation 12 Iz utilize4 and supersonic

when the I)sitive sign is used, rogardless of whether the cecondary flow at

Station 1 is subsonic rr supersonic.
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The entropy changes across the mixing process are illustrated on Fig. 2

for M 0.4 and 0.6 only, since for M1 0.8 and 1.0, the entropy production

is very close to the curve for the negative soiution with M- 0.4, within

the appropriate range of To /T e. Thus the entropy change can be observed to

remain positive ovar the entire range of values of T /T when the negative
op ol

solution is utilized, and to become negative in certain ranges of Top/Tol and

M 1 t.hen the positive solution is utilized. Those regions where the entropy
change is negative represent flows which violate the Second Law of Thermodynamicsi

(shown in dotted lines) and are to be avoided in the use of the analysis for

yk{ prediction of flow properties or experiment design.

In the caae where both M1 and Ml are supersonic (Figure 3), the resulting1 p1
Mach No. (M2) has dependencies upon T /T which are similar to that shown

on Figure 2 where M is subsonic, but as illustrated, the entropy change does
1

not become negative for either solution in the ranre of parameter. utilized.

This is an indication that perhaps the positive solution to Equation 12

represents a more natural flow when initial conditions are supersonic and

that in this case the negative solution represents a flow correspoiiding to the

positive solution after a normal shock wave at Station 2, as indicated by Eq. 13.
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Ejectors

The mixing process described above is fundamental to the operation of
ejectors, which are duct arragements designed geometrically to accept free-
stream fluid, mix this fluid with an energized stream and to discharge the

mixture to the environment in A manner which produces the largest poss;ible

momentum increment from the processes involved. Theoretical treatments of

the processes of ingestion, mixing and discharge, including the possible

ingestion of boundary layer fluid from vehicle surfaces upstream of the ejector's

inlet, the influence of incomplete thermal and kinetic mixing, the influence of

all losses due to skin friction and flow separation, shock waves, and the

limitation due to choking, are presented in Reference 1. It is of interest here

however to relate the performancA of ideal ejectors to the miAing process to

illustrate the limiting performance of these devices as thrust augmenters assuming

complete thermal and kinatic mixing and ideal fluid flow. A schematic representation

of an ejector illustrating its section designations, is presented on Figure 4.

Gas Generator

(Primary Flc,4)
®R Alternative

Outlets

M

p 0 3

0 3

(Induced Flow)

Figure 4. Schematic representation of an ejector
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The ejector is assumed to ingest fluid from a given free-stream Mach No. (M.)

without loss between the free-stream and Station 1. After complete mixing, the

resulting uniform flow at Station 2 is exhausted through a perfect diffuser or

nozzle whichever is required to return to ambient pressure at Station 3.

Assuming the primary fluid injected through the inner core (Station P1) to

be energized, and the secondary fluid at the outer region (Station 1) to be the

ingested free-streami fluid, the ejector performiance (0) is described by the ratio

of the momentum increment between the free-stream and Station 3, to the momentum

of the primary mase flow exhausted isentropically to ambient pressure. Thus for an

air breathing propulsive system, Ii

+ (U - U M3  -
r) V (10+ r1 (25)

xi(V -UM) 0

and since

P0 3 -P 0 2 andT 3  T 2  (26)

P• =" PCl and Tom T (27)

(Po/p.)n = To/T 1 + Y M2  (20)
OP Op POO 2 POO 2I

when the ingestion and injection into and the discharge from the efector are

isentropic, the thrust or momentum augmentation (f) can be evaluated for any

given values of M%, Mi, Po/p , T /T ,, and X (= /( ), using Equations b-12
opp. O 2/a1

to evaluate conditions at Station 2.

The two solutions (Equation 12), describe distinct types of ejectors

requiring nine different configurations to achieve ingestion from and discharge

to free-stream or ambient conditions. These configurations are combinations of

three types of inlets (convergent, divergent and De Laval Nozzles) and the same

three types of outlets, and are described in Reference 1, but for purposes of
this discussion, only the fluid mechanical properties of the flows and the

thrust augmentation achievable under ideal conditions will be described.
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Stationary Ejectors (M = 0)

Using the above method, the ideal thrust augmentation for an ejector at rest

Swith respect tr the undisturbed medium was evaluated under each solution to Eq. 5

over a range oi stagnation temperature ratios and for various values of M as a

parameter. For comparison purposes, the value of the stagnation pressure ratio

(P /Po) was assumed to have the same value as that used for the preparation of
op ol• Figures 2and 3. The curves representing subsonic mixing (M1 < 1) and those

representing supersonic mixing (M1 > 1) are presented separately on Figures 5 and 6

to avc-d the confusion of superposition.
As can be observed by comparison of Figures 2 and 5 for subsonic mixing

and Figures 3 and 6 for supersonic mixing, the evaluation of thrust augmentation

tc.minates when M 1 = 1.0 (choking) at both choking limits (T p/To1 > 1 and TOP/T 0 1 < 1).

In addition the curves are shown in dotted lines when the entropy change across the

mixing process becomes negative.
Data presented on Figures 5 and 6 illustrevie the importance of a proper

selection of M for the design of a stationary ejector. For example designs using

the negative solution to Equation 5 provide a maximum performance when M1 is close

to 1.0. Under the conditions selected for the preparation of these figures, the

optimal value of M is about 1.06. However this optimal value will vary depending

upon the choice of stagnation pressure ratio and upon the selection of the geometric

parameter which is held fixed during the calculation. In this example a (= X2/a 1 )

was held fixed for ease of comparison with the mixing problem, although it is more

realistic to evaluate ejector performance while a (=X2/a.) is held fixed, if the

comparison of the ejector size is to be made tc a given free jet whose exit area is a•.

In this mixinq problem, where a is held constant, a• increases rapidly with increasing

values of M . This results in a supersonic M1 for optimal performance under the

negative solution. In practical ejector design analyses, ot, is held constant for

purposes of comparison with a given free jet and optimal pzrformance under the

negative solution usually occurs at a subsonic value of M . The rapid increase in

the entropy production for high supersonic values of M. (Ficare 3) nullifies the
1

benefit derived from the mixing process and degrades the ejector perfo.mance

under the negative solution, as clearly indicated on Figure 6.
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Using the positive solution to Equation 5 with subsonic mixing, it essential

to design the stationary ejector with a value of M1 which is as small as possible

without violation of the Second Law of Thermodynan.ics. This is observable on Fig. 5,

where the thrust augmentation is shown to increase rapidly with decreasing values

of M With supersonic mixing (Figura 6) the dependence of thrust augmentation on

the stagnation temperature ratio (T OP/T 0) is very critical and its maximum value

increases with increasing values of Mi, as illustrated. The fact that the maximum

thrust augmentation increases with increasing values of Mi, does not have practical

importance, since the increase in thrust augmentation is primarily due to the

increase in a (or ejector size compared to the free jet area) when M is increased

and a is held fixed.

As shovwn on Figure 5, ejectors operating at stationary conditions with

subsonic secondary flow at Station 1 require high temperature injected gas for

optimal performance if designed under the positive solution, and relatively low

tem~perature injected gas if designed under the negative aolution. Further, as

shown on Figure 6, stationaiy ejectors (or ejectors operating at subsonic speeds)

with supersonic secondary flow at Station 1, require relatively low temperatures

for optimal performance under both the positive and negative solutions to the flow

equations.

Although all eje~2cLs designed to date have utilized the negative solution,
it appears desirable .. design stationary ejectors under the positive solution

with subsonic mixing when maximum thrust augmentation is desired. Furtner studies

of the influence of P o ejector size and losses, are essential prior to theop'

selection of optimal design configurations.

r Ii
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Ejectors in High Speed Flight

Ejectors designed to accept the discharge from one of the existing types of

gas generators, if properly designed, can provide large increases of net thrust

(gross thrust minus ram drag) even during high speed motion in the thrust

direction. The previous example illustrated the thrust augmenting capability

of a stationary ejector, as a function of the characteristics of the injected

gas. At high tranislational speeds however, the thrust aaigmentation of an ejector

varies with the temperature of its injected gas in a very different manner frcin

that of the stationary ejector. For example as shown on Figures 7 and 8, the

thrust augmentation achievable by an ejector translating in its thrust direction

L at a Mach No. of 2, increases with increasing stagnation temperature of its

injected gas. As shown, this characteristic is of a similar nature under both

the negative and positive solutions to the flow equations, over most of the range

of values of the Mach No. of the secondary flow at Station 1. Regions of the

stagnation temperature ratio which cannot be utilized due to violation of the

Second Law of Thermodynamics are shown in dashed liines on Figure 7.I
A comparison of the stationary and high speed ejector performance indicates

similarities and difference~s in their optimization, as followsi
1. High temperatures are always desirable when the ejector is dewigned under

C the positive solution with subsonic secondary flow at Station 3.

2. With supersonic secondary flow at Station 1, stationary (or low speed)
eje~orsdesigned under either solution reqtuire lwtemperature injected gas for

optimal performance, whereas high temperature injected gas is most desirable for

high speed ejectors, as shown by a comparison of Fic~ures 6 and 8.

3. With subsonic secondary flow at station 1, the conventional negative

solution requires low temperature injected gas for stationary applications, as

shown on Figure 5, but as shown on Figure 7, high temperatures are required for

optimal ejector performance at a flight Mach No. of 2.

Although not shown, it has been observed that in general, ejectors designed

k under the negative solution for operation at intermediate flight speeds, display

high performance with two distinct types of injected gas characteristics. These

ejectors require ei her high temperature and low pressure (ramjet type) injected

gas, or low temperature and moderate pressure (faiijet type) injected gas.

The use of turbojet exhaust as the energy supply to an ejector is intermediate

to these optimal characteristics of the injected gas, but can also provide excellent

ejector performance, if properly designed, as will be shown in the following example.
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Specific Example

The existence of an optimal value of the Mach Nn. at Station 1o can be

observed by A study of Figures 7 and 8, but its precise value is b'~st determined

by a calculation of the variation of the thrust augmentation with M 1 at a given

set of flight conditions and injected gain chaxacteristics. Thj results of thisf. type of calculation are presented, for a typical case in which the ejector is
assumed to be thrusting while being energized by the effluent gas from a typical
turbojet with afterburner.

Flight Co'nditions
Mach No. (0)-2.0
Altitude - 40,000 ft. above sea level

ambient pressure - 2.72 psia
ambient temperature - 3920R

Exhaust or injected gas characteristics
stagnation pressure - 50 psig

stagnation temperature a 4000 R

The influence of the ejector's geometry (or M) upon its performance when

its throat area (X 2) is 20 times the jet area (a,,) required to discharge the

mass flow from the turbojet to ambient pressure and whose eýlight conditions and

injected gas characteristics are described above, is presented on Figure 9. In

this example the value of at is not held constant as was done in the calculation

for Figures 7 and B. Instead, to be more realistic the value of at (-X /a~, is

held constant as described above, to provide direct size comparison with a given

gas generator which is discharginq its exhaust to ambient pressure. As indicated

clearly on Figure 9, where the negative solution is dashed and the positiveI

solution is in solid curves, ejectors designed under either solution can be

optimized to function advantageously at t.his high speed.

The ideal thrust augmentation achielrable with designs corresponding to the

positive solution of Equation 12 is again shown to be considerably larger than

that achievable by ejectors designed under the negative solution, except in the

iimm~ediate vicinity of the choking points, where both solutions coincide.

The area ratio t8S) required for isentropic exhaust to ambient pressure is

also illustrated on Figure 9. Although these curves indicate similar area ratiosI
for both solutions, it must be recognized that under the stated conditions, the

exhaust flow from tl'e ejector is supersonic. Thus under the positive solutioni

where M2 > 1.0, the exhaust duct between Stations 2 and 3, will be either

convergent or divergent and not co~nvergent-divergent. However under the negative

solution, M 2is subsonic and the exhaust duct must therefore be convergent-
divergent (De Laval type). This difference may result in geometric and aerodynamic

conditions which are favorable to the positive solution.j
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Conclusions

The concepts of ejector design optimization for both the positive and negative

soit.tions of the equations governing the flow through an ideal ejector provide a

means for achieiing hign ideal thrust augmentation Ahile in translational motion

in the thrust direction, even at spsersonic speeds, and for V/STOL applications.

Popular beliefs that ejectors, must be relegated to low speed flight or stationary

condi.tions and that they must be %nergized by cold gas, arc shown to be unfounded,

aad since the discussion primsented in this paper establishes the basic requirements

for design of high performance cjectors over the entire practical flight and

propulsion spectrum, it i* the rincere hope of the authors that additional technical

3upport from other branches tf fluid mechanics and thermodynamics will be brought

to bear on some of the important problems facing the practical development of

these devices.
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DHIGILIGMTS OF AN JEC' V i SIS

by

Siegfried Hasinger
Air Force Flight Dynamics Laboratary
Wright-Patterson Air Force Base, CH

Ejectors are fluid energy transfer devices which rely on direct fluid

monntum exchange in a mixing process. This direct exchange is responsible

for the mechanical simplicity of ejector devices. This simplig.ity is,

however, not shared by the analysis of these devices. The great number of

variables which are of interest for ejector operations lead to considerable

functional conplexities. In addition the influence of some of the

variables on the ejector performance can be extremely sensitive. These

conditions make an intuitive estimate of ejector performances in many
cases in-possible. The direct momnentumn exchange process allows, however, i

the establishment of a very reliable fluid dynamic picture as a basis

for the anlaysis. Details of the mixing process do riot enter the

analysis and mixing can be treated as a ccompletely independent problem.

The sinplifying ass'mption of one-dimensional flow has an inherent validity

for the fluid nmaentum considerations. By overcoming the functional

difficulties of the analysis very realistic performance predictions can

be made for a great variety of operating conditions including those which

provide optimum ejector layouts.
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HIGHLIGHTS OF AN EJECTOR ANALYSIS

Siegfried Hasinger
Air Force Flight Dynamics Laboratory-

Wright-Patterson Air Force Base

I. INTRODUCTION

A comprehensive ejector analysis nwust deal with an extremely wide range
of ejector conditions involving a large number of variables. The result is
a high complexity of the analysis. These analytical difficulties arise, how-
ever, not from the ejector physics, at least not for the steady flow ejector
contemplated here. A simple force equation adequately describes the basicI
ejector mechanism. The difficulties are rather caused by the necessity todeal with a large number of equations describing the thermodynamic and fluid-dynamic states of the ejector process. If these algebraic difficulties can
be overcome without undue simplifications, very realistic performance pro-
dictions can be made and certain unifying principles for the wide operating
range of ejectors can be established.

The following considerations are a condensation and also to some dego-e
arq extension of ejector investigations reported in References 1 to 3. The
basic aim of these investigations was the optimization of the ejector pump.

However, the analysis has been also applied to thrust augmentation.

II. THE EJECTOR EQUATION

In the following the essential steps leading to the solution of the
ejector equation are given. They should provide an idea about the algebraic
complexities of the *analysis and serve as a basis for subsequent discussions
on the generalized presentation of ejector operations.

The ejector equation applicable to an ejector system as shown in Figure 1
is commonly written in terms of forces in the following way:

V.s a (m1)m5 +F , F

where (1) the m~v type expressions represent the fluid impulse forces,

(2) F ware the fluid pressure forces acting on the wall in flow direction,

(3) F~ are the fluid pressure forces in the fluid medium in flow direction,

(4) Ff are the wall friction forces.
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-*p static pressure s " " secondary flowA flow cross section Ex-m ' " mixing section

exit

Figure 1. Ejector Flow Scheme

A basic assumption for this equation in that the mixing is completed at
the mixing section exit. Equation 1 can be further developed with the
following substitutions (for notations see Figure 1; a detailed derivation
of all equations can be found'in Reference 1)

v Am -Ap.,v.M' (2)

F,,+. F t (A,* +,,,.),, .(,)
where

A -- ~ s' (4)Ap + AS

'V. _ j (for definition of i
2T 2 see Eq. 37 of Ref. 1)

The factor i characterizes the shape of the pressure distribution in the
mixing section. It can be determined analyticsilly only for special cases.
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In general it must be estimated. It has been introduced to facilitate the
integration of the wall pressure forces. It is the only algebraic simplifi-
cation used in the analysis. The factor i becomes only essential for high
pressure ratio ejectors which require a substantial mixing section area re-
duction. However, even in this case, experience shows that the shape of the
pressure distribution along the mixing section has a kind of standard character
which allows to consider i as a constant.

The wall friction forces can be expressed in terms of the pipe friction
coefficient cf in the following way

pf-9. * ;V , M,2MA
"L"E.rm 'Er ey ."x-M (6)

(L/D is a defined length to diameter ratio of the mixing section)

With these substitutions Equation 1 becomes

With ejector geometry and inlet flow conditions given, this equation has two
unknowns, MEx-m and PEx_=/ps. Mass and energy conservation provide a second
equation to eliminate the pressure ratio as an unknown in Equation 7. The re-
sult is the final ejector equation

where T abs. tempeIrature y ratio of spec. heats

R gas constait cp spec. heat at const. pressure

m~A,,_____ __ .(9)

ms *") _(10)

The solution of Equation 8 is
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I ,v4, u~1( 2 ,~ (+1

CM oo o'ai jg - onll +

where 2(12)
2, V& CM

+ (13)

i-

This equation gives the solution for the general case of an ejector
with a tapered mixing section operated with heterogeneous gases. Its
evaluation which is otherwise straight forward requires with the associated
equations a calculator program with several hundred steps for only one per-
formance point. The negative sign before the root In Equation 11 yields
the supersonic flow solution for the mixing process. For determining the
performance chaaracteristic given in Figure 2, where the inlet flow condi-
tions must be found for a given ejector performance, the equations must be
solved by iterati.on (see Reference 3).I

Equation 8 has a particular significance for a generalized inter-
pretation of ejector operations. This will be shown in Section V.

III. RELIABILITY OF THE ANALYSIS

The basic reliability of the a+'ialyaais was checked in experiments with
a constant area mixing section ejector (t -1). The ejector arrangement pro-
vided particularly well defined flow conditions. The factor i becomes
irrelevant in this case since no wall pressure forces appear. The mixing
section was made long enough to assure complete mixing in all cases. The
ejector had no subsonic diffuser. From a static pressure survey along the
mixing section the peak pressure achieved in the process was determined and
used to calculate the ejector performance. The wall friction factor was de-
termined directly from the pressure drop in the mixing section under singleI flow conditions. Figure 2 shows the good agreement between experiment and
analysis over a wide range of ejector operations. A round as well as a
square mixing section were tested and no significant differences in per-
formance were found. The evaluation of the test resulcs revealed that the
exact determination of the mixing section cross section area was the most
decisive factor for obtaining agreetuent between analysis and experiment,,
suggesting that in a reversed fashion the diameter of a mixing section could
be determined from the required performance with considerable accuracy (with-
in a few per mil).

All pressure ratios shown in Figure 2 were obtained with a Mach number
2.7 nozzle, i.e. the performances were obtained with an underexpanded nozzle.
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Figure 2 Comparison of Analytical and Experimental Performance of
an Ejector with Constant Area Mixing Section and no Sub-
sonic Diffuser. • - total exit/total second. inlet pressure;
mp/ms - primary/secondary mass flow. (Mixing is subsonic which is

superior to supersonic mixing in case of constant area mixing).

The analysis accounts for these conditions by simply applying
momentum conservation to the flow expansion outside the primary nozzle
(see Reference 2). The undiminished good agreement of the analysis with
the tests in the off-design nozzle region proves again that simple force con-
siderations for dealing with the flow in an ejector are adequate for realistic
predictions. Reference 3 shows other examples of good agreement between
analysis and experiments, in this case for an optimized ejector featuring
a tapered mixing section and operated with heterogeneous gases.
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IV. SPECIAL CASES OF THE EJECTOR EQUATION

In general the mixing section area of an ejector must be reduced toward
the exit to obtain best perfurmance. For high prsssuro ratio ejectors a
typical mixing section "taper" is around t - 0.7 (see Reference 3). The
tapaT becomes insignificant (t -* 1.0) for low pressure ratio ejectors such
P'' u,, t for common thrust augmentation. This is for practical purposes the
casL ,f constant area mixing for which the value-of T in Equations 7, 8, and
11 becomes unityand the factor i is irrelevarat as already pointed out before.

Another special case of the ejector equation is constant pressure mixing.
In this case the pressure ratio occurring in Equation 7 becomes unity and T
can be canceled out. In Equations 8 and 11 the value of T becomes zero.
Constant pressure mixing has no special significance as an ejector designgoal. However, as we will see in Section V, it represents an important
operational state for aciomplishing supersonic mixing.

The ejector equations have also a useful apjlicalion outside the mix,:C,
process. For prim -..y and aecondary Marh number being equal, the equations
apply to subsonic or supersonic flow with wall friction in a tapered duct.
In this form the eq"ations are particularly useful to calculate the per-
formance of the "pseudo shock" diffuser of an ejector with the inclusion of
wall friction. For zero wall friction and a constant area duct the results
of the ejector equations are identical to those of the common normal shock
relations.

The application of the ejector equations to single flow conditioLs can
be extended to flow expansion in a nozzle in the presence of wall friction.
In this case the necessary T -value is found from isentropic expansion con-
ditions and inserted in the ejector equations for calculating the flow in
the nozzle with wall friction. The implied assumption is, however, that T
is not signiJicantly affected by vall friction. Reference 4 uxplores in more
detail this kind of applic.-.;.ion cf the ejector equations.

V. THE FLOW ,DENSITY PARAMETER

Equation 8, which contains only dimensionless magnitudes, allows a
generalized interpretation of ejector operations. The right side of this
equation is strictly given by the ejector geometry and the inlet flow con-
ditions. It results in a number, denoted here as "E", which uniquely
characterizes a ccttait, state of ejector operation. This number had been
originally called "flow density parameter" since !.t can be interpreted
(see Reference 3) as the exit flow density over the inlet momentum density
made dimensionless by the stagnation sneed of sound of the mixed operating
media. Since it is uriquely given by the ejector layout including the in-
let flow conditiojns, it is useful to consider it simply as a number
characterizing a given cjector operational state. With E standing for
its right side, Equation 8 becomes a reduced ejector equation.

The left side of Equation 8 contains only the mixing section conditions
as given by T and c and the exit flow conditions. A graphic presentation of
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Figure 3. "yical E-Curves of the "Reduced" Ejector Equation

this reduced ejector equation, as given in Figure 3, demonstrates its pro-
perties. The three magnitudes, YEx, I and c enter as parzameters !n this pre-
sentation. These three parameters have, compared with the exit Mach number
!x--m , a minor influence on the shape of the "E-curve" and are in general
constants of a given ejector problem.

Figure 3 shows two examples of E-curves. The top curve is for I - 1
and c - 1 representing a straight frictionless tube as mixing section. The
lower curve represents the experimental ejector described in Reference 2.
and is characterized by T - 1.171 and c - 1.04 ( = 1.4). Both curves
are represerntative for ý;posite extremes of ejector operations. The top curve
is typical for thrust augmentation, i. e., very low pressure ratio ejectors,
while the lower urve is typical for high pressure ratio ejectors operating
with supersonic mixing, i. e., supersonic exit Mach-number. There is little
diffe.'ence in the general character of these two curves. However, as will be
discussad below, there is a significant difference in the location of each
operating regime on the pertinent E-curve.
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For th.a general properties of an E-curve it is apparent that for very
low E-values i supersonic exit Mach number is possible. For higher E-
values a subsonic and supersonic solution appears. Above a certain E-value
no solution is possible, i. e., the mixing section becomes choked.

Typical operating regimes of ejectors can be located on their respective
E-curves. As shown t.n Reference 2, a supersonic exit Mach number is a prc-
-.•equisit for an optimized high pressure ratio ejector pump, i. e., it operates
on the supersonic branch of its E-curve. As will be discussed further below,
its actual operation is restricted to almost a single point of the supersonic
branch. First, it is of interest to explore the circumstances under which

transition from subsonic to supersonic mixing occurs. It is obvious that
very high supersonic exit Mach numbers would require suction at the ejector
exit. However, there is a minimum E-value where a supersonic exit Mach
number can be produced without a pressure drop during mixing. This is the
case of constant pressure mixing. At this condition the inlet impulse forces
are able to push the supersonic shock system out of the mixing section into
the supersonic diffuser.

The point of transition to supersonic mixing can be identified on an
E-curve with the help of Equation 7. For constant pressure mixing the
pressure ratio PEx-m/Ps in this equation becomes unity and drops out. Writing
for the left side

A__ A (14)

Equation 7 becomes

,,Ct - C" N (15)

This relation allows one to assign to any point of the E-curves in
Figure 3 a B -value as an indicator that conqtant pressure mixing is

t
possible. It becomes obvious for both curves in Figure 3 that B must

t
have at least a value of about 2 before supersonic mixing becomes possible.
For constant pressure mixing to really occur, the second condition must be
fulfilled that E has the value indicated by the Bt-point in Figure 3. The
magnitudeswhich determine B in Equation 14 cannot be chosen arbitrarily,
since they enter also Equation 8 which determines E. The general trend is
that with increasing ejector pressuze ratio the point, where the right
combination of Bt and E occurs, moves to higher exit Mach numbers.

The investigations of Reference 3 have shown that for the optimized
ejector with supersonic mixinp the pressure during mixing invariably
rises. This means that the point of optimum operation on the E-curt'e lies
at a higher E-value (or lower Bt-valoie) than that at which transitiua, to

supersonic mixing occurs. In particular it was found that optimum opezbAtion
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always occurs as near to the highest E-value as possible (see Reference 3).
This coincides with practical experience which requires that the ejector is
first "started", i. e., is brought to supersonic mixing, with a high primary
pressure, which can then be reduced to reach the optimum operating point.
This point is then also just short of the condition where the flow breaks
down again to subsonic exit ilow.

Ejectors with B -values below about unity, which do not allow transition
to supersonic mixingt, may be classified as low pressure ratio ejectors. Ex-J
perience shows that for this class of ejectors the pressure during mixing also
rises under optimum operating conditions. This general trend of a pressure

pressure drop during mixing minimizes the mixing losses and a pressure rise

minimizes the pressure recovery losses in the diffuser. In balancing these
conflicting requirements, the magnitude of common wall and diffuser lossesI
makes a pressure rise during mixing necessary. In the cae of the supersonic
diffuser, which is in general limited to normal shock recovery, the pressure
rise must apparently be as high as maintaining of supersonic mixing allows.

to For the low pressure ratio ejector a pressure rise during mixing means
thtoptimized operation takes place again at a lower B -value than apial

toconstant pressure mixing. However, since the operation takes paeo h

subsonic branch of the E-curve, the associated E-value is also lower. I

For the lower end of the subsonic regime of the E-c.urve, say below E -0.3,
it follows from Equation 8 that.

ErL-rn N
If we also assuime that m /m and consequently A /A It 1, as it apisto
thrust augmentation, Equitiosn 8 indicates also Nataple

A1,V Mix..m

As shown in Reference 1, secondary Mach numbers for common thrust augmentation
fall into the range of about 0.1 to 0.3. Thus the typical range for thrust
augmentation on the E-curve is correspondingly between abouit E - 0.1 and 0.3.

VI. CONCLUSION

The nature of the energy transfer taking place between the two operating
media of an ejector allows ejector performance predictions without the knowledge
of the details of the mixing process. The prtsent analysis provides no data~ on
the length of the mixing section. So far only practical experience can provide
pnfrovtides aonvein enoajs the mixing length. wi plctinouthin piar wierngzze.
poinformationvein onn tdjs the mixing length. Thwplciino uthip prwime arynge.~
For certain ejector applications such as thrust augmentation a mixing length
as short as possible is of extreme importance. For such cases the mixing
process becomes a special subject of investigation requiring ankalytic exploration.
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Generalized ejector considerations based on the here developed flow

density parameter provide a useful picture for classifying ejector operations,

but it can only give general trends for designing ejectors. To provide

readily useable design data for optimized ejectors of any kind, the full

implication of the present ejector analysis is necessary as shown in References

1 and 3.
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ADVAUNCES IN E/S=IOR TECMNOIXGY - A TRIBUYIE '10 HANS VON CHAIN'S VISION

by

K. S. Nagaraja
Air Force Flight Dynamics Laboratory

7 Wright-Patterson Air Force Base, OH

A review of the advances in the ejector technology area accorplished in the

Air Force cannot overstate the contributions made by Hans von Ohain.

Hans von Ohain's extraordinary perceptions are clearly evident in many

innovative technological programs that he brought into existence daring

his extremely colourful and extraordinarily fruitful career at the Aerospace

Research Laboratories, WPAFB.

A brief review of the significant accomplishments made at ARL in the

basic understanding of the aerothernn fluid dynamic characteristics of

ejectors is given. The studies of AFFDL which further erhanced the state-

of-the-art of the ejectors for V/STOL applications are also indicated.

The spectrum of activities in the Air Force not only gave a great deal of

insight into the characteristics of the ejector flows, but also resulted

in the development of compact ejectors that are relevant for aircraft

application. The saga of ejector investigations is continuing and it is
within the realm of possibility that ejector system3 will be successfully

applied for a variety of aircraft operations in the ccmning years.

This work was performed in 1979 in AFFDL under Work Unit No. 24041056.
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ADVANCES IN EJECTOR TECHNOLOGY - A TRIBUTE TO HANS VON OHAIN'S VISION

K. 3. Nagaraja

Air Force WrIght Aeronautical Laboratories
Flight Dynamics Laboratory

Wright-Pattzrson Air Force Base, Ohio

Hans Von Ohaln has made many significant contributions in the aeropropulsion

area. His invention of -he first turbojet engine is well known. The impact of

that invention is all too well illustrated by the enormous commercial and military

aircraft development that has heppened sInce that time when the first jet powered

aircraft was successfully flown in Germany in kugust 1939. Since the time of hie

arrival in the United States, Hans Von Ohai•t has contribited significantly to other

tochnolo~y programs. The development of ejector .echinolopy in the Air Forte

illustrates vividly Hnns' farsightedness and leadership. Hans' magnet i.c personality,

very striking characteristics of humility and humanity and absolute devotion to

science and technology as well as to the well-being of his co-workers make hitn a

unique person. I express my deep iffectlon and high regard to what Han5 Von Ohain

means to me by dedicating this article to him.

A great deal of fundamental investigations and applied research has been per-

formed In the :rea of eJectors as Jet pumps over a period of s&varal deca13s.

Eowever, it is only recently that ejectors are recognized as thrust augmentcrs

since the early work of Von Karman (Ref. 1). Subsequently, U. S. Air Force under-

took a project of developiztg the ejector technology for thrust augmentation pur-

poses. A great deal of fundamental and applied work (see the References section)

was performed in the course of the last flfteen to twenty years, and a considerable

amount of the resulto has beea published.
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Ititially, a systematic fundamental study sas undertaken at the Aerospace

Research Laboratories (ARL) at WPAFB under the direction of Hans Von Ohain.

Subsequently, an applied study was initiated in the early 1970's at the Air

Force Flight Dynamics Laboratory, and the specific task of completing the de-

sign of an ejector thrust augmented V/STOL aircraft was completed.

The basic studies at ARL conducted over a period of about ten years yielded

several significant lesuits (Ref.2-14). Extensive in-house studies at ARL and

several contracted studies provided considerable information on ejector character-

istics and ou the design aspects of practical ejector for aircraft applications.

Following are some of the significant and fundamental developownts in thrust

S~augmenting ejectors that resulted from ARL's studies (Ref. 6).

1. Development of hypermixing nozzles for mixing enhancement was achi2ved.

This provided a basi3 for designing a more compact ejector (Refs. 4, 5, 7-10).

2. Demonatration that mixing and diffusion of flows could be done simul-

taneously with performance advantage was accomplished. Previously, it was

belie,';ed that performance advantage would result if diffusion is preceded by

the accomplishment of complete mixing.

3. An incompressible ejector analysis which will parametrically evaluate

an ejector performance was performed (Ref. 5).

4. Thrust augmentation of the order of two in an ejector of inlet area

ratio 23 was successfully achieved experimentally (Ref. 8).

5. Good thrust augmentation for V/STOL purposes was also realized by using

full-scale multtchannel ejectors (Ref. 12). Bypass air from a turbo'fan engine

was diverted by suitable valving into the ejectors installed in a wing. Test

data confirmed that an aircraft-installed ejector would perform satisfactorily.

6. It was demonstrated that diffusion normal to the plane of the velocity

profile alwayr leads to improved mixing in contrast to diffusion in the plane of

the velocity profile (Refs. 7, 13).
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7. An ejector-ing model (6 ft model) was designed, fabricated and tested

(under an ARL sponsoree study which was performed by the Bell Aerospace Company

in a wind tunnel (Ref. 14). The tests showed that the resulting favorabl.e s'per-

circulation effects due to the ejector flow would enable transitioning Zrom

hover to creise condition even when the lift due to the thrust component is

drastically reduced. This supercirculation effect reculting from an ejector

wing in flight points out the inhersit shortcoming of an ejector incorporated

in the fuselage of an aircraft (as was d.'e in the case of the Hummingbird),

8. Further compactness of tha ejector was realized by the utilization cf

a device that combines efficient boundary-layer energ4 zation with a configured

diffusion device, that is, trap M.d vo'.tc cavity (Ref. .15). This work was pui-

foimed under contract by the Advanced Technology Center, Inc. of the Vough'

Corporation, Dallas, Texan.

A few of ARL's puhlications ann others which describe the fund)mental

ejector develcpments are indicated in the biblioeraphy which also includes the

reports resulting irown other AF projects on thrust augmentivg ejector$.

Air Force Flight Dyne%:ics Laba.mtoýy oi Wl-'AFB undertook some exploratory

study in the ejector area In the late 0960's. A moue systematic design study

of a V/STOY. demonotrator aircrarz vas initiated in the early 1970's.

Initial exploratory studies supported unde: A.FDL contract led to the

development of the so-called Jot Vlap Diffuser Ejector (JFDE). Althnugh Jet

flap diffuser concept had boen propos-0 eParlr in France, no systematic sfftrt

was undertaken then to develop an effective.ciO.£aguratlor. hans Von OhAin's

sug3eation regarding the orientation or thA primary jet injecz on ralpcive to

the inlet geometry proved succespful, And the subsequent tests perforned on the

jet diffuser ejector at the Flight Dynamics Research Corpocation in Callforni.q

sbowed that relatively high thrust augmentation could be realized in a comp.ct

ejector.
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In support of the design scudy of a V/STOL demonstrator vehicle trailing-

edga ejectors on wing3 were fabricateJ and tested (Refs. U6, 17). One of the

wind-tunnel rod.ls (Pef. 16) was fabricated and tested in the 7- by 10-ft low

speed tunnel at NASA-Ame3. This wind-tunnel model was a constant chord two-

dimensional 30-In. span and 44.5-in. chord (with the flaps up) model, The tests

asseesed the lift off and low speed transition phases of flight. The results

of the tests showed that in en aircraft configuration, with sufficient BLC pro-

vided, a trailin3-edge ejector system could provido predicted levels of thrust

augmentation. Some insight was also gained about optimal flap settings for

traneitioning the aircraft from huver to trulse condition.

Preliminary design of an ejector thrust augmented aircraft required a

theoretical metloidology which could evaluate the performance of the ejectors

r subject to a wide ranie of variation in the thermodynamic parameters of the

injected and entrained fluids, A co-.,pressible ejector flow analysis was de-

veloped by assuming that the prim y ce• the secondary streams mixed in a constant

area duct (Ref. 18), The schematic of the single-stage ejector is shown in

7iure 1. The enalysi6 was performed in steps as shown below:

1. Pressures were prescribed incrementally at station 1, and the other flow

4uantities vere determined from the thermo fluid dynamic relations.

With choked primary flow, the static presaur# of the secondary flow was

allowed t:o take on values less than the primary static pressure. The computations

wero cut oif just before the secondary Mach num!br reached unity.

The analysis was extended to include the ejector ilight velocities in the

performance calculations. While in fiight, the static pressmre at station 1 w&C

allotted to take on values greater than the amblert air static pressure, but less

then the ambient stagnation pressure. It was noeed in some Instances from the

results that the ejector performance reathed optimum levels whenever the entrained
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air was compressed as it entered the Injection station 1. This characteristic

requires some further examination.

2. The momentum balance equation in the constant area mixing duct also

included the total ejector flow losses evaluated empirically from the test results

of ARL.

The velocity of the mixed flow at station 2 was provided by a quadratic

equation - one solution corresponding to mixed subsonic flow, and the other

corresponding to mixed supersonic flow. Only the subsonic solution was con-

sidered, and the supersonic solution was ignored.

3. Diffuser flow was evaluated isentropically. However, any diffuser lcz&

that arises has been accounted for empirically in the momentum equation.

4. Considerations to the thermodynam.c constraints (i.e., no entropy decre-

ment as the flow moves forward) were given in the computations.

Typical results of the calculation-, :e shown in Figure 2. It is worth

noting that the net thrust augmentation reaches a peak value around 2 for the

diffuser area ratio and then begins to drop. This indicates that the flow in

the diffuser is separating from the walls. Further, the net thrust augmentation

decreases as the primary air stagnation temperature is increased. In fact, the

performance degradation with increasing primary stagnation temperature was con-

sistently demonstrated by the computed data for all cases of inlet area ratio,

temperature conditions and pressure ratio. It should, however, be noted that

experiments hnve also shown that tho effect of temperature is minimal on an in-

completely mixed flow (Ref. 190. Regarding the pressure ratio effect on the

ejector performance, the situation is quite complicated. The pressure ratio

effect seems to depend on the inlet arec ratio, the primary stagnation tempera-

ture and the static pressure at the injection plane (i.e., the diffuser area ratio).

The effect of ejector forward velocity on the thrust augmentation ratio is

quite conceivable. As the forward valocity increases, the net thrust augmentation
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decreases due to ram drag. The results shown in rigure 3 illustrate typically

the ejector performance in flight. However, as will be shown later, an ejector

with a differenit operating thermodynamic condition in the shroud would provide

a different performarice characteristic (Ref. 20). This will be discussed sub-

sequently in some detail.

The sensitivity of ejector performance to inlet conditions is illustrated

in Figure 4. In fact, an operating ejector in an aircraft may well require a

variable Inlet geometry for yielding optimal performance. Inlet design is aI

significant factor in optimal ejector designs, for it is the effect of the pres-

sure forces acting on the Inlet that determines the thrust magnitude. However,

the performance may become sensitive to other ejector components also, for

example, at higher forward velocities. Sensitivity of the ejector components

as well as of the ejector itself will have to be carefully evaluated, especially

when the ejector is installed in an airplane.

It is worth making reference to the performance calculation of a two-stage

ejector. A schematic of a two-stage ejector being considered is shown in Figure 5.

The performance calculations are illustrated in Figure 6. It Is seen that with

smaller inlet area ratios in the two staging process, augmentations which corres-

pond to those of high inlet area ratios in single-stage ejector can be achieved.

The potential usefulness of staging may also be realized if a staged ejector

becomes necessary due to the packaging problems in an airframe.

Based on the data obtained from the analysis, preliminary design study of

a V/STOL demonstrator vehicle was conducted (Ref. .21).i An RPV vehicle having a

canard wing arranfement with a trailing-edge ejector, balanced by R~ forward

fuselage ejectot- was designed (Figure 7). The injection area ratio of the

ejectors was an opdimum 13.5 which was designed to produce a thrust augmentation

ratio of 1.66 or a VTOL gross weight of 896 lb. The design configuration was
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powered by the Williams F107-WR-100 engine which in turn fed the fuselage and

wing trailing-edge ejectors. At the maximum VTOL weight, the vehicle waa de-

signed with fuel capacity of 205 ib, and with full control capability. Further,

it had hover acceleration margin of 1.02, radius of 100 n. mi. and loiter time

of 100 min. Internal ducting characteristics were evaluated based on the pres-

sure losses due to the internal aerodynamics (Ref. 22). A digital computer pro-

gram for calculating the internal gas ducting system weight of the ejector thrust

augmented vehicle was developed for the vehicle sizing determination (Ref. 23).

This program is capable of generating a large and consistent amount of trade-off

data for achieving an optimum vehicle.

Aside from the design studies performed at AFFDL, some theoretical studies on

augmentors and augmentor wings were also performed. Particularly, Hasinger's in-

vestigations (Refs. 24-27) were noteworthy. Although the objective of the investiga-

tions is to design a jet pump which would yield the lowest possible primary plenum

pressure to achieve a given pressure ratio (of the ejector exhaust stagnation pres-

sure to the secondary stagnation pressure) at a given mass flow ratio (of the

primary mass flux to the entrained mass flux), the analysis which deals with both

subsonic as well as supersonic mixed flow cases I. capable of yielding information

that will be relevant to thrust augmenting ejector designs as well. The analysis

al, o indicates the inlet flow conditiorns which determine whether the mixed flow is

coming subsonically of supersonically at the exit of the mixing duct.

High lift charactexistics of an ejector-.flapped wing was theoretically evalu-

ated by Woolard (Ref. 28) for a two-dimensional wing section with a point sink

located aft of the wing chord for simulating the ejector -ntake flow. The work

also treated the matching problem of the airfoil external U•low with the ejector

internal flow and derived the overall ejector-flapped wing aection aerodynamic

performance. Comparisons of the lift characteristics of an ijector-flapped wing
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with those of a jet augmented flapped wing show the superior performance of the

former at low forward speeds. Significant items in the analytical approach and

evaluation of the results are presented in the author's paper presented elsewhere,

(Ref. 30).

A three-dimensional calculation method for determir.Lng the aerodynamic

characteristi-cs of arbitrary ejector-jet-flapped wings was developed under AFFDL

contract by the McDonald-Douglas Aircraft Company. The computer program which is

user oriented is capable of generating the aerodynamic coefficients including the

ground effect of arbitrary wing-ejector configurations. The analysis prcogram is

based on the linear theory, and compressible ejector flow program is coupled with

the wing aerodynamic program of Douglas.

A trailing-edge ejector installed on a wing was fabricated and tested in the

AFFDL subsonic tunnel whose test section measures one square meter (Ref. 29). The

wing-tunnel model was provided with an upper door at the inlet which in cruise flight

condition would fold down as the ejector flaps would fold up tr provide the con-

ventional cruise wing. The upper door which captured the Pxternal flow and directed

the flow into the ejector shroud waR designed to be set at different angles relative

to the wing plane. It wab •ossible also to set the ejector flaps at desired angles.

The semizpan wing ejector model was one fourth the scale cf the wing ejector de-

signed for the AFFDL V/STOL demonstrator vehi,.le. Lift, drag, and pitching-moment

data were taken over a range of upper door setting angles, the ejector flap angles

and at several angles of attack us the wind-tunnel airspeed was varied from 20 to

60 ft/sec. The test result showed, for example, that the wing stall angle was sub-

stantially larger compared to the unpowered (or the unaugmented) case. Flow

visualization tests were also performed utilizing helium bubbles. These tests

showed the separated flow region on the exterior side of the aft flap if the ejector

for certain configuration positions. The tests demonstrated again the favorable

lift characteristics that would result in the ejector augmented case.
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Recent theoretical calculations of ejector performance hav@ shown that
!L

under certain conditions, it appears to be possible to achieve relatively high

thrust augmentation values in forward flight (Ref. 20). Based on the results

obtained from a simple, incompressible evaluation of the ejector performance

(Fig. 8), it became clear that proper aerothermodynamic matching of the ejector

flows (also including the ejector geometric characteristics) would play a sig-

nificcnt role in optimal ejector designs. An effort on a more systematic evalua-

tion of ejector performance was undertaken under AMDL contract by the Flight

Dynamics Research Corporation, Van Nuyas, California. The investigations utilized

one-dimensional compressible flow equations much the same way as was done in

Reference 18, and these equations, without accounting for ejector losses, were

solved by incrementally assigning values to the, inlet flow Mach number M1 of the 4

ewtrained stream at the injection plane. In reference 18, the solution process

was explicitly started by assigning valuec incrementally to the static pressure

at the injection plane.

Loss effects were not analytically accounted for in the initial studies

primarily because all the realistic losses could be estimated only after the

geometric and other related flow parameters were fixed based on the objectives

of the specific ejector mission roles. However, the analysis that would account

for the incomplete mixing effects as well as the skin-friction effects was per-

formed in a general sense.

The calculations in Reference 20 were performed by imposing the thermodynamic

constraint that the entropy did not decrease as the flow progressed in the ejector

toward the exit. This ensured that only physically acceptable solutions were

utilized In the ejector performance calculations. The present investigations con-

sidered mixed supersonic flow conditions also, unlike those reported in Reference

18. The ejector performance was evaluated based on both the first solution

(corresponding to the subsonic mixed flow) and the second solution (corresponding

to the supersonic mixed flow).
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The results of the calculations are shown in Figures 9-16. The results

shown In Figure 9 pertain to the same ejector as indicated in Figure 10. The

plus and minus signs in parentheses Widicate that the results correspond to

supersonic and subsonic mixed flows respectively at the end of the mixing duct.

Propulsive efficiency, if defined In the classical manner where the reference

jet energy is purely mechanical, can exceed one in certain thermodynamic situa-

tions because the thermal energy of the primary jet can also contribute along

with the jet kinetic energy to the useful work produced by the system. However,

if the reference jet energy is the total jet energy (includinyg mechanical and

thermal components), then the propulsive efficiency will be less than unity.

The data in the Figures 9-16 indicate that ejectors, baised on the so-called

second solution, exhibit a great deal of potential usefulness as thrust augmentors.

It is necessary to pursue further the design aspects of such practical ejectors.

A great deal of parametric analysis as well as design optimization studies will

be required before new ejector configurations can be defined. However, the possibil-

ity of deriving new ejector concepts for thrust augmentation purposes is clearly

indicated by the recent Air Force studies.

NOTE.,

(i) Figure 8 was taken from a communication sent to AFFDL by FDRC in 1976.

(ii) Progress Reports as well, as the final report submitted by FDRC and published

as AFFDL-,TR-79-3048 contributed to Figures 9-16.
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Figure 8.- Variation of thrust augmentation with q/Ap.
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INTRODUCTION

For their whole lives, scientists are said to have a special respect for the man who
started them off. It's true; and that will always be my feeling for Dr. Hans von Ohain.
My first job after college was to develop some of his ideas on ejector thrust augmen-
tation. This experience influenced the direction of my career: his enthusiasm for the
subject was contagious, and I have never lost interest in ejectors. He also influenced
the theme of the paper I have selected for this volume: the existence of mechanical
analogies to the augmentation process, such an the one described in the first part of
this paper, was suggested by Hans.* This analogy led me to the circulation model
which is the subject of the paper.

An ejector is a pneumatic device that uses entrainmeat by a Jet of primary fluid to
pump a secondary flow. Significant increases in the static thrust of turbojet engines
can be obtained by diverting the exhaust jet ýhrough an ejector pump. In this applica-
tion, the ejector fuaictiono like a duated fan. Thrust is increased by accelerating a
large mass of air drawn from the atmosphere, Since ejectors can be used tc deflect
as wall as augment the engine thrust, the additional lift necessary to give an aircraft
V/STOL capabilities can be developed from an engine sized for efficient cruise. When
thn tojeetor is integrated with the wing to produce a lift-propulsion system, the exhaust
flow nots like a jot flap to !marsaso the circulation lift of the wing, ind thus provide
good STOL performance. In addition, separate reaction jots are not required for con-
trol during hover, In order to demonstrate this technology, Rockwell Internationtd
p1esontly Is constructing the XFV-12A, a Nitvy V/STOL aircraft employing ejectors
in tho wing and canard (Figure I.), t II

Figure I. XFV-12A Ejector Technology Demonstrator Aircraft

*A similar analogy has boon developed by our colleague, Ii. Vitet.

519

'=_ , .... I



Analytic procedures for calculating ejector performance are necessary to guide
research and for preliminary design studies. The analytic methods that have
been developed to date are based broadly on vonk Krmdn's now classical momen-
tum analysis. I Theme methods 2 "4 deal only with the flow inside the ejector. The
thin shear layer approximations are applied to reduce the governing elliptic equa-
tions to a parabolic set, which can be solved by marching through the ejector in
the streamwise direction. This approach has been useful in identifying some of the
factors that affect the level of augmentation and in predicting the results of particu-
lar changes in the ejector geometry. However, since elliptic effects are neglected,
these solutions are limited to cases in which the ejector to relatively long and the

diffuser angle is small.

The purpose of this paper is to demonh crate that elliptic effects can be included in
the analysis of ejector performance oy a relatively straightforward extension of
vortex lattice methods. The ejector ihroud is replaced by a distribution of bound
vortices, and the primary jet is ropro;;ented by a line of sinks on the ejector axis.
llowovor, the thickness of the jet is neglected, so that only performance trends are
predictd, In the following section, the principle of thrust augmentation will be
doscribtd, The hypothesis that a circulation is gunerated around the ejector shroud
is used In the next section for the development of a new ejector model. In the final
section, the predictions of this new model are compared with classical solutions,
and the method is then used to examine the effect of changing the position and
shape of the shroad.

PRINCIPI.Z OF THRUST AUGMENTATION

Noneonservttive Collisions

All fluid propulsion dovices develop thrust by imparting momentum to a fluid
stream. By Newton's law of action and reaction, the propulsor experiences a
force that is equal and opposite to the momentum change of the fluid, T- iV.
A turbojet engine drawn air from the atmosphere and adds energy in the form
of heat by the Lombustion of some fuel. The thermal energy of the hot gas is
converted to the kinetic energy of an exhaust Jet by accelerating the gas through
a noz,,le. the engine thrust is equal to the momentum change of the air drawn
through it.

A thrust-augmenting ejector also adds energy to air drawn from the atmosphere,
but by the direct transfer of kinetic energy from the primary jet. The mechanism
of energy transfer is the turbulent mixing of the two streams. Since the mixing
process Is bnsically a collision between the jot and the surrounding fluid, the
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mechanism by which the thrust is increased may be understood through the
consideration of a collision between two generalized masses. Assume that a
particle of mass mj impacts and remains embedded in a stationary mass m2 .
Such a collision is said to be completely inelastic. In the absence of external
forces, momentum is conserved, and the particles move off together at a
speed ul2 such that

mlul- (ml-+n2)u 1 2  (1)
2

The initial kinetic energy of the first mass is hmlul , anj the kinetic energy
of the two-mass system after the collision is h(ml+ m2 ) Ut 2 - Their ratio is
the energy transfer efficiency.

2k(m + M2 ) U1 2  m

so that a fraction of the Initial kinetic energy is lost to heat and other forms of
random energy during the impact. The quantity of energy lost does not depend
on the mechanics of the collision or the substance of which the particles are
composed, but only on the ratio of their masses, as given by Eq. (2). Thus,
there is no augmentation in this case, and a fraction of the kinetic energy, which
depeuds only on the ratio of the masses, is dissipated in the collision.

However, if both particles are accelerated by an external force before the impact,
the momentum is increased. Suppose, for e;ample, that both particles are nega-
tively charged and that the impact occurs after they have been accelerated by the
attraction along the axis of a positively charged ring, as shown in Figure 2. At
a distance d far from the ring, the momentum of the first mass is miu 1 , and

+

'Figure 2. Attraction by the Charged Ring Produces an Augmentation of the
Particle Momentum
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the second mass is at rest. At the center of the ring, just before the impact,
the velocities are

• 2 )u* (uI + 2ad) (3)

• (2ad)h (4)u2-

in which a is the average acceleration over the distance d. Momentum is
conserved during the impact itself. If the two masses do not separate after
the collision but become embedded or stick together, the conservation of
momentum requires that

MlU* + m2u2  (ri + M212 (5)

The embedded masses decelerate together behind the ring. By reason of
symmetry, the average decelerating force is equal and opposite to the force of
attraction. The final velocity of the embedded masses is therefore

- (u• 2 -2ad)• (6)

The ratio of the momentum after the collision (m1+ m2 )u * to the initial
momentum mlul may be evaluated by substituting in turni-or U1 2 then U*2
and finally for u and u2 Performing these substitutions yields, for this
ratio, I

0 N-1 +2M [(H24ii)h -H] (7)

in which M is the ratio of the masses, M-m2/ml, and H is the ratio of the
potential energy of the charge separation to the initial kinetic energy,

H - ad/•u 1  (8)

The enbrgy transfer efficiency can be evaluated by making the same substttutions
for u 12  The result is

17 a 02/(1 + M) (9)

If the charge on the ring is relatively small, then H <, and the collision reduces
to the case of one mass striking another in the absence of an accelerating potential.
There is no momentum increase, 0-l, and only a fraction of the initial kinetie
energy is transferred, ,n-1/(1+M), the remainder being dissipated during the
collision. Thus, in the absence of external forces, momentum is conserved, and
some kinetic energy is lost. On the other hand, if the charge on the wing is large,
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then H >> 1, and the momentum ratio simplifies to

0= (1 + M) (10)

so that the roomentum increases and a11 of the, initial kinetic energy is transferred,
17=1. For example, if m2 has three times the mass of im 1 , the initial momentum
is doubled. The dependence of 0 and 71 on intermediate values of H is sketched in
Figures 3 and 4. Thus, when the collision occurs in thbi kind of potential energy
well, the transfer of kinetic energy and the final momentum both increase.

2.5
M-5

Energy Ratio, H

Figure 3. The Augmentation Ratio Increases with tk• xnitia.• Mass and Energy flatios

c2.0
.2 a

00 0.5 1.0 1.5 2.0

Energjy Ratio, H

Figure 4. Te Tranmfer of Kinetic Energy Increases with the Initial Potential Energy R
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The fundamental reason that momentum increases is that the transfer of kinetic
energy increases. If both masses are acoelerated through the same potential
before impact, the absolute velocity difference between them is reduced; that is,

u * - u*Su1 (!l)

U1  2 1

and the force of the impact consequently diminishes. In the limit of an infinitely
deep well, the velocity difference goes to zero, and there is no impact. Therefore,
If the masses stick together, all of the initial kinetic energy is transferred, and
the momontum increases accordingly. Another view of the same process is that
the total t!me during which both musses are being accelerated is longer than the
time during which they are being decelerated, because u 12 > 0. Thus, over
the duration of the interaction, the masses expericnce a net acceleration from the
charged ring. This is the origin of the momentum Increase.

JX Thrust Augmontation

The jet mixing process is basically an inelastic collision between the jet and the
surrounding fluid. As such, jet mixing is governed by the same laws of momen-
tum and energy conservation as simple collisiuns between discrete particles. In
free jet mixing, 0* momentum flux is conserved, and there is a corresponding
loss of kir.atic energy which is transformed to turbulence and heat. However,
Suppose that the jet passes through a region in which the static pressure is AP
less than atmospheric pressure, as sketched in Figure 5. B3oth the jet and the

iI

(mp + mh ) UM

Figure 5. Jet Mixing in a Region of Reduced Pressure Increases the Initial
Jet Thrust
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fluid that mixes with it must accelerate upon entering the low-pressure region.
Inside the region, before mixing, the flow velocities are given approximately'
by Bernoulli's equation,

u* U + (2A P/,)] (12)

* P

usU* (2 4 P/s )k (13)SI
in the primary and secondary streams, respectively. Momentum Is conserved
during the mixing process itself, so that

ti"U* + r U* +" +A)U* (14)
pp s s S M

The mixed stream decelerates as it leaves the low-pressure region, and its
final velocity is

r U*2 (2 4P/p)½m Im ( (15)

By comparing these relations with those for the collision between discrete
particles, it can be seen that the low-pressure region has the came role as the
potential well. The velocity difference between the mlxing streams is reduced
in the low-pressure region, and so the transfer of kinetic energy increases. The
correspo ding increase in momentum flux has the same dependence on M and

H as it the simple collision; that is

S½ i
- /1 + 2M [(H' + H)h -H] (16)

except that M is defined in terms of the mass flux ratio, M-rs/; p,
and H is t e ratio of the static pressure drop to the initial kinetic energy,
H - P/½pU p

If the pressure drop of negligibly small, H-tK1, and the solution reduces to the
case of free jet mixing. Momentum is conserved, 0 = 1. On the other hand,
if the pressure drop is relatively large, H31, and the momentum ratio
reduces to

0- 0 - (I + (17)

so that the thrust increases with the entrainment ratio.
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Of course, low-pressure regions do not just occur; however, one can be
produced by simply passing a portion of the jet through a shroud, as shown in
Figure 6. The entrained flow must accelerate as it enters the shroud, and,
according to Bernoulli's equation, the pressure will drop accordingly. The
pumping action of the jet thus establishes its own low-pressure region within
the ejector shroud. In this case, the pressure drop H is a function of the
entrainment M. When the mixed stream returns to ambient pressure
behind the shroud, it has greater thrust than the original jet. The ratio
of the final thrust to the initial thrust is the augmentation ratio, and the
shroud acts as a thrust-augmenting ejector.

S|

Figure 6. The Ejector Shroud Develops a Force Analogous to the Uft ori a Wing

LIFTING SURFACE HYPOTHESIS

Circulation and Elliptic Effects

Except for the simple case of the long, straight shroud analyzed by von Karman,
a unique solution for H in terms of M does not exist. This is because the
Navier-Stokes equations for steady fluid motion are elliptic, which means that
the domain of influence of a point disturbance is the entire flow volume; that is,
pressure and stress gradients transmit the effect of local disturbances to every
other point in the flow. Thus, the flow through the ejectoi, given by the values
of M and Ho depends on boundary conditions outside the ejector as well as
inside the shroud.
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In order to calculate the thrust augmentation without solving the full Navier-Stokes
equations for the entire flowfield, some approximations must be made. The clas-
sical approach ig based on streamwise integration of the momentum and continuity
equations. If the ejector is relatively long and the diffuser angle is small, the
primary direction of flow is through the ejector, so that gradients of the normal
stresses and the variation of pressure across the flow can be neglected within
the ejector. This thin shear layer approximation reduces the governing elliptic
equations to a parabolic set. In parabolic flows, the effect of a disturbance is
confined to regions downstream of the disturbance, so that the equations can be
solved by marching through the ejector in the streamwise direction. The solu-
tion is obtained by iterating on the inlet velocity until the exhaust pressure I
matches the atmospheric pressure outside' the ejector. This apprca- .a is equiva-
lent to determining H and M as functions of the jet mixing rate and the shape of
the duct.

Although the elliptic boundary value problem can thus be transformed to an initial
value problem that is more easily solved, the fundamental elliptic character of
the flowfield is unchanged. This means that there are configuration3 for which
the cl'ssical thin shear layer approximation predicts the wrong performance or
does not yield a solution at all. For instance, as the walls of the shroud are
removed to infinity, the predicted thrust augmentation ratio does not reduce to
unity,1, 3 as it must in the limit of an isolated turbulent jet. Also, when the
ejector is short or the diffuser angle is large, the exhaust pressure is less than
atmospheric pressure. This pressure difference is supported by the momentum
of the exhausý jet, whereas the jet momentum depends, in turn, on the pressure
difference. Thus, the exhaust pressure becomes a floating boundary condition,
and a unique solution to the initial value problem does not exist.

In the following sections, the circulation theory of aerodynamic lift is utilized
to predict the primary elliptic effects on ejectct, performance. The pressure and
velocity of the secondary flow drawn through the ejector are controlled by the
shroud. An isolated Jet induces an essentially lateral flow, as seen in Figure 5.
However, this induced flow is redirected through the ejector by a circulation
generated around each of the shroud sections. The lifting surface hypothesis is
that the shroud "flies" in the velocity field of the fluid entrained by the jet and
experiences a force related to the lift devoioped on a wing fixed in a moving
stream. The thrust augmentation is the ratio of the primary jet thrust T plus
the axial force on the flaps F to the isentropic thrust of the primary mass,

S(T + F)/nV (18)
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The external velocity field is calculated by superpositioning a distribution of
bound vortex elements, which represent the shroud, and a stream function for
the flow induced by the jet. The vortlcity distribution is determined by solving
a system of equations which specifies that the vortex sheet must be a streamline.
The force on the duct is then comput*d as the cross product of the bound vorticity
and the velocity induced by the jet. By using vortex lattice methods for this cal-,
culation, the Kutta condition is automatically satisfied. This, in turn, sets the
ejector inlet and exhaust pressures, which is the primary elliptic effect.

Entrainment Fun&,on

The streimn function that describes the secondary flow induced by the isolated
Sprimntry jet must be harmonic and satisfy the entrainment boundary condition on

the surface of the jet. In a self-preserving turbuient jet, all velocities decay as
x"½, and so the entrainment velocityUe was assumed to vary as !

ue - Uo (x/t) (19)

In which t is the nozzle gap and Uo is a free constant that dep:,ead on the
entrainment rate of the jet.

Although a solution for the velocity field can be obtaiued ,tumerically, by locating
a line of sinks on the surface of the jet and then adding the induced velocities at
each i pint, an analytic solution is easy to obtain. Thu 1orm of the boundary condi-
tion suggests a solution in polar coordinates. Let us define a stream funution
X (r,) such that Ur -r .'(8/ a) and U.- a /ar. Any function of

the form

r (A sinkP+ B cos k) (20)

is harmonic. If it is assumed that the origin of coordinates is at the nozzle exit
and the spreading angle of the jet is small, the boundary conditions on •,
become

0U (21)

tn (22)

so that the stream function for the potential now extertal to the jet is (3S--2Uo(rt)1 cos ( e/2) (23)

The boundary condition on the other side of the jet is satisfied automatically.
The streamlines of this solution are sketched in FIgure 7.
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Figure 7. Streamlines of the Flow Entrained into an Isolated Jet

Vorticity Distribution

A conventional vortex lattice representation of the ejector shroud was utilized
to determine the circulation generated around eauh section. The continuous
vorticity distribution is replaced by n discrete vortices of strength Ij located
at xj, the quarter-chord of the panels shown in Figure 8. In keeping with the

3-Panel Duct Panel 1

R~ a.
SRR 71rS

2 rSLa.
S•SLx+ ax -ArSR.

IIFigure 8. Vortex Panel Representation of the Ejector Shroud
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assumption that the jet is thin, a planar wing approximation has been used to
linearize the boundary-value problem. This approximation amounts to satis-
fying the boundary conditions on the chord line of the ejector shroud instead of I
on its surface. The appropriate boundavy oon:liton is that of zero flow through
the shroud.

Thit boundary condition is satisfied at n control points corresponding to the
three-quarter-chord station of the panels, that is, midway between the vortices.
This Is shown in Figure 8 also, The component of the jet-induced velocity normal
to the i pa,•el at the control point xi it

U1  ~±at n + ca ) + Li.oa ( 6 + tv ) (24)Say x

in which 8 is the mean diffuser angle determined by the chord line of the airfoil
sections, and • is the angle of the i panel relative to the mean chord line.
The case 8 - - 0 correslx)nds to a straight ejector duct,

In calculating the velocity induced by the vortox shoot, it Is convenient to consider
simtultancously the effect of each vortex and its imago ot, the opposite side. The
contribution to the velocity normal to the I panel by the vortex pair of strength

J is

W= . _co_(+ ) A+ sin( 6 + . .- l (25)
2 r S JL 2ff SR JJ

The position vectors SjL and SjR are directed from the vcrtices to the
control point on the panel, as shown in Figure 8, The sngular position vector

' - tan [(xj - xi)/(yj + Yj)] (26)

refers to the location of the image vortex on the opposite side, The total velocity
induced at each panel is obtained by adding: the contribution of all of the vortices
from the leading edge to the trailing edge of the shroud.

The resultant of the normal velocities induced by the jet and the vortex sheet
mubt be zero if the shroud is to be a streamline of the flow. Thus, on each panel,

Wi is set equal but opposite to Ui:

-Ui " Cij Yj (27)
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The influence coefficients Cij have the form given in Eq. (25). The summation
convention for repeated indices is intended to apply. Thus, this expression
represents a set of n simultaneous algebraic equations. This set was solved
for the 7 j by traingularization of the matrix Cij,

Axial Thrust

The thrust of the ejector is the sum of the initial jet thrust plus the axial thrust on the
shroud. The basis of the presont method is the assumption that the shroud thrust
can be calculated from the normal force and leading-edge suction givea for the
airfoil by the vortex lattice method. These forces are shown in Figure 6.
Because the invislcid leading-edge suction force is essentially independent of the
loading-edge radius, the planar wing approximation does not place a restriction
on the solution in this respect. However, since a contribution to the total foroe
is determined for each panel, the vortex lattice method essentially redistributes
the leading-edge suction over the entire chord. As discussed by Hancock 6 and
Kalman ct al., 7 this is characteristic of the method, If u sufficient number of
panels are used, the suction is concentrated near the loading edge, and satis-
factory results are obtained.

The total force on ouch panel is determined by the interaction of the bound vortex
and the velocity field induced by the jet and all of the other vortices, However,
the axial component of the net thrust un the shroud is given by the cross product
of the entrainment velocity component normal to the ejector axis and the vortex
strength:

o Xi

The total thrust im obtained by summing the contribution of each of the panels,
P a I Fi. Because the. -",tually induced forces on any two vortices areo

equal and opposite, the effect of the other vortices does not contribute to the
net axial thrust and does not appear ih Eq. (28). On the other hand, thn
mutually induced forces are important in determining the irussure distribution
and absolute forces on each section of the shroud.

The jet thrust is calculated from the momentum flux at the origin of the jet,
r" #vt (20)

in which t is the nozzle gap and V0 is the initial jet velocity. Since the
static pressure in the throat of the ejector can fall several pounds per square inch
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below atmospheric presture, the nozzle thrust actually varies with the
circulation. This produceq a vinall but not insigniflant contribution to the
augmentation. The thrust augmentation ratio is t1erefore defined to be

4 (T + Z Pt)/T' (30)

The reference thrust T' is the iseratropi thrust obtainac by expanding the
anine mass of primary fluid, m-pVot, to atmospheric pressure. The reference

jet thus has the lame imower requirements as the primary jet of the augmenter.

lcauuwe the promence of the shroud redues• the entrainment of the jet, it is
necessary to iterate between the strength of the vortex sheet and the rate of jet
entrainment, In the stream function for the Induced velooitiea, the rate of
entrainment is specified by the initial entrainmeont velocity U0. This velocity
is related to the initial jet velocity V0 according to the relation

It -(2/RV) (V0 - U5) (31)

Trho turbulent Reynolds numbor RTr Is an empirical constant that has u value
of approxinintily 25 In turbulent jetH, 7 anl U1 im the total induced voloclty at
the ejector inlet, The change in the entrainment was estimated by ,I0rating
between the circulation and the inlet velocity through Sq. (U 1). This approach
is similar to that used In coupling a solution for the boundaryloyar displacement
thlikness to a solution for the external flow.

.Plimary EJuoetWC' (,omtrE

From classical ejector analysis, 1#9 it is cionuludod that the thrust
augmentation ratio increasos with the uejetor inlet and diffuNur urea ratios, -Ind
as the mixing of the primary and secondary streams becomes more complete.
The effect of lregth is not explicitly calculated, but insofar an mixing increases
with length, it in inferred that augmentation does also. With the lifting lurface
method described here, the effect of varying thn ejector length can be calculated
directly. In Figure 9, the predicted change in augmentation with inlet area ratio
for three different duet lengths is shown. All dimensions are normalized with
the nozzle gap t. It can be seen that, for constant inlet area ratio, the
augmentation Incrniasos with the length of the shroud.

The effect of varying the shroud length in conjunction with the throat width can
also be estimated. Ihere are two important cases to consider. The first is
that in which the length of the shroud is held constant while the inlet area ratio is
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1.010
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INLErT AREA RATIO

Figure 9. Variation of the Augmentation Ratio for Several Shroud Lengths

varied. It can be seen that in this case, the augmeontntion ratio actually decreases
its the inlet area ratio increases, It the limit as the airfoilu are removed to infinity,
the augmentation ratio approaches unity, as it must for an isolated turbulent jet.
In the opposite limit, as the inlet area ratio approaches unity, an unrealistic
increase In the augmentation ratio is obtained. This is because the thickness of
the jot has boot% neglected, The augmnntation ratio nwtuaIy reduces to unity in
thin limit, its suggested by the classical result also shown in the figuro. Since
it is based on global conservation of mass and momentum, the classical result
puts an upper limit on the augmentation at each inlet area ratio; the intersection
with a lifting surface curve Is the optimum Inlet area ratio for the ejector of given
longth and specified number of Jets and rate of entrainment. The results shown
tire for a singlo slot nozzlo.

The second important case in that in which the ratio (if duct length to throat width
L/w is kept constant au the Inlet area ratio is varied. This perhaps o'rres-

ponds more closely to the case Implied by the classical methods. The classical
result for an ejector without diffusion is a maximum augmentation ratio of 0-2,0
as the inlet area ratio gets Infinitely large. 1 The predictions of the present
method for this case also are found in Figure 9, by reading across the curves for
different duct lengths. No such limit Is found; In fact, when the ejector gets very
large, the augmentation ratio is not a function of the inlet area ratio at all. It
depends only on the length ratio L/w. Of course, for the reasons previously
given, the augmentation actually decreases at low inlet rreo ratios.
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•"i• ost A,,, Ratio
SEligure ',0. Effect of Diffuser Area Uatio on Thrust Augmentation

The effect of jncrwiaifng the diffuser aroa ratio is shown in Figure 10 for two duct

lengths. The inlorefss in augmenltation~ with diffuser angle corresponds to the in-

crease in airfoil lift with angle of attack. The augmenlta~tion increases with diffuser

' ~ approach 1)0 deg to the relative wing, and the method breaks down.,

i ~shroud. In Figure 11l, it can be seen that the optimum location for the nozzle exit
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is in the ejector inlet plane, which in the 0 point in the figure. Actually, if nozzle
blockage effects are taken into consideration, the optimum position may be
found to be slightly above the inlet plane. The important conclusion is that, within
reasonable limits, the nozzle position is not critical.

The effect of changing the rate of jet entrainment can also be estimated with the
present method. By arbitrarily varying the value of the entrainment constant i

defined in Eq. (31), this effect can be calculated. In Figure 12, it is seen that
the thrust augmentation increases with 1/RT, which is proportional to the
von Kirmhon constant used in simple mixing length theories of jet mixing. The

2.0

Ejecor Length 20

1.5

Turbulent Reynolds Number1.0 1+ 1
0 10 20,

Inlet Area Ratio
Figure 12. Effect of the Rate of Entrainment on Thrust Augmentation

significance of even small changes in the rate of entrainment is clear. In terms
of the force on the shroud, increasing the entrainment corresponds to increasing
the speed of the relative wind.

Thus, the present results serve to qualify the conclusions of the classical methods.
For constant duct length, the augmentation initially increases with inlet area ratio;
but, as the airfoils move out to large distances from the jet, the augmentation
reduces to unity. On the other hand, if the duct length is increased with tt "nlet
area ratio, the augmentation remains constant. For either case, the augmttitation
increases with the diffuser area ratio, up to a limit near where the airfoils become
perpendicular to the relative wind. The importance of high rates of entrainment
for obtaining high values of augmentation has also been confirmed.
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Section Geometry

The hypothesis that the augmenting thrust is related to the lift developed on a
wing suggests the use of airfoil high-lift technology to increase the augmentation.
Although the ejector thrust corresponds more nearly to a leading-edge suction
than to the wing normal force, as seen in• Figure 6, both forces depend on the cir-
culation that satisfies the Kutta condition at i.h trailing edge. Thus, the aero-
dynamic thrust on the ejector shroud may be expectld to depend on the section
geometry in the same way as the lift of an airfoil sectioa does. The effect of
adding cam'ber and flaperons, or tabs, to the flat-plate ejectoi" shroud will be
examined with the lifting surface model in this section.

The change in Y distribution due to camber can be calculated in the planar wing
approximation by &pecifying values of a i which correspond to the local slope of the
camber line for each panel. A simple circular arc section, for which the camber
line z(0) is given approximately by

z/c - 0.4 [(x/c)2 (x/c)] (32)

was investigated. This corresponds to an arc with maximum camber equal to 10%o
of the chord. The slope of this camber line is

ci - 0.8(x/c) - 0.4 (33)

In Figure 13, it can be seen that the effect of camber on the thrust augmentation
is very similar to its effect on airfoil lift. The slope of the thrust augmentation
curve remains essentially the same, and the thrust at each diffuser area ratio is

2.•

S1.4

1.2 Inlet Area Ratio: 20
aon t/ith Ratio; 1.5

1.0._ • ,.
1.0 6 .2 1.4 1.6 1.8 20

Diffuser Area Ratio

Figure 13. Effect of Camber on Thrust Augmentation
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increased by the same amount. As described in the previous section, thrust
aigmentation is the result of jet mixing in a region of reduced pressure; expressed
in these terms, the effect of camber is to further reduce the pressure within the
ejector. This produces an increase in the sugmentation, us given by Eq. (16).

Deflecting a trailing-edge tab has the effect of changing the camber and angle of
attack of the shroud sections. The in•fluence of small deflections can also be
calculated with the lifting surface method by specifying appropriate values of o
for panels at the trailing edge. In Figure 14, the effect of deflecting 20% of the
section chord through an angle of +10 deg is shown. The results again are similar

2.0 R 1

(• ~~~20% TAB AT 10* -- /

i • STRAIGHT FLAP

Figure 14. Efect of TrailingEindlt AoTh Rutit: 20 Aug•: | Length/Widthi IRtio: 1.6i

I: .€ 7.2" 1.4 1.6 i's 2.0
D:iffuwr Ass Ratio,

Figure 14. Effect of Trailing Edge Tab on Thrust Augmentation

to airfoil experience. There is a gain in ejector thrust at each angle of attack.
However, achieving a gain in Omax depends on keepig the flow attached at
large flaperon angles. Since flow separation is a viscous phenomenon, the present
inviscid analysis cannot predict the actual increase that may be oltained; but air-
foil experience suggests that tha stalling angle will be reduced, and the gain in A0
will be less than predicted.

CONC LUSIONS

The analogy between the lift on an airfoil and the thrust on an ejector shru.,Ad provides
a more intuitive understanding of the process of ejector thrust augmentation. Thus,
the thrust augmentation ratio is seen as analogous to the lift/drag ratio of an airfoil,
and the increase in augmentation with the shroud length and diffuser angle is under-
stood in terms of increases in airfoil chord and angle of attack.
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In addition, quantitative predictions of the thrust augmentation have been obtained
from the airfoil analogy, through the use of vortex panel methods to calculate the
forces induced on the ejector shroud. Because elliptic effects are included in the
solution, this method of analysis has important advantages over classical zmethods
of calculating the augmentation from the stream thrust. In particuiar, the rffect of

,4 varying the length and position of the ejector shroud has been studied. If the ratio.
of 3hrcoud length to throat width is held constaqit as the inlet area ratio is increased,
the augmentation increases slowly, but, if the shroud length is held conbtant as the

is inlet area ratio increases, the augmentation actually decreases, These results
are in contrast to the classical result, which is that the augmentation increases
monotonically with the inlet area ratio.

The analogy also suggests the use of airfoil high-lift technology to increase the
thrust augmentation. The effect of adding camber and flaperons to the shroud was
calculated with the panel method. The ejector thrust varied in the same way as
airfoil lift: over the linear portion of the thrust curve, the augmentation increased
the same amount at each diffuser area ratio.

At low inlet area ratios, the analytic method breaks down, because the effect of -1
changes in the rate of entrainment and thickneas of the jet is neglected. Work in

progress is directed toward improving the method by coupling a parabolic solution
for the flow through the ejector to an elliptic solution for the flow outside the
ejector. Additional improvements will be obtained by relaxing the planar wing
approximation and including the effects of jet thickness.
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• The exhaust nozzles of modern turbine engines are often configured
as ejectors. The turbine exit gas stream functions as the primary or
driving flow, while the secondary flow may be ambient or ram air, fan

discharge, or accumulated bleed and. leakage flows. The procedure

described in this paper was developed to provide a quick perfomnance

estimate for ejector nozzles at typical in-flight operating conditions.
The paper begins with a review of compound copr.essible flow theory,

then shows how the choked mass flow and thexeby, the ejector pumping

capacity are found. Analysis of unchoked operation is described and

thrust equations for choked and unchoked operation are derived.

The final section of the paper deals with the prediction of mixed
flow performance for both constant pressure and constant area mixing.
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A ONE DIMENSIONAL PROCEDURE FOR ESTIMATING
THE PERFORMANCE OF EJECTOR NOZZLES

I. INTRODUCTION

The exchaust nozzles of modern aircraft are often required to flow more

than one gas stream. Installations flowing two and three gas streams are

commnon. The extra streams may be nozzle cooling air, a relatively small

fraction of the primary flow, and/or fan discharge or ram air for thrust

augmentation, which may be several times the primary flow. Proper design and

accl-rate performance assessment of such a nozzle requires an understanding

of the behavior of multiple flows. Reference 1 develops the basic theory

for compound compressible flow, which will be outlined briefly in the

succeeding paragraphs. To keep things simple, the discussion will consider

only the primary stream and onxe secondary stream. Analysis of three or more

streams obviously would follow the snme general procedure.

For nozzle pressure ratio sufficiently high that the primary stream is

supersonic, a method of characteristics solution of the primary stream

coupled to a one dimensional treatment of the secondary, as outlined in

Reference 2, yields results which agree well with measurements. For lower

pressure ratios where the primary stream is subsonic or barely stipersonic,

the method of characteristics will not work and an alternative method of

solution is needed. The one dimensional analysis presented herein was

developed to fill this gap and serve as a supplement to the more accurate

method of characteristics procedure.
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II. DISCUSSION

Four concepts are fundamental to the operation of ejector nozzles-

compound choking, the pumping characteristic, operation In the unchoked mode,

and resultant thrust. These are presented in turn.I

Consider the ejector shown in Figure 1,~ which consists of a primary stream

at a specified total temiperature and pressure and a secondary stream at some

other pressure and temperature, flowing through the ejector shroud into the ~

ambient air, whose pressure is known. Assume that the ambient pressure is just

slightly lower than the primary and secondary total pressures so that both
A

streams flow slowly through the nozzle and out the exit. The ejector at this

condition is unchoked, exactly as would a single flow nozzle be. Now picture

the situation as we lower the ambient pressure while holding the other

parameters constant. The velocity and the mass flow of the two streams

increase, juct as for a single flow nozzle, until we reach a value of back

pressure be,1ow which the mass flow through the nozzle does noL increase.

Again analogous to the single flow case, we define this to be the point of

compound choking. Were there but a single stream, the Mach number at the

minimum flow area would be unity. But can we expect two streams to both be

soni attheminium rea As illbe how belw, he sualcae istha
the primary stream is supersonic while the secondary is subsonic, yet the

nozzle is choked; decreasing the back pressure yields no increase in mass

flow.

The derivation of the governing one dimensional flow equations asauhues

(1) the two streams do not mix, and (2) the static pressures of the two

streams are equal at any axial sftation. For any one dimensional gas flow,
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2i
dP 2 M (dA

or

1 dP k kM 1 dA
P dx M X dx (2)

solving .or dA
dx

dA A 1 -M I dP
dTX "k M (` )P dxa (3)

For the two streams with A - Ap + As and Yp = Ps= P,

dA dAp dAs
dx dx d:x (4)

E AR (I + As I• id
(pP ( - 1)+ ( - ) dx (5)

Define the compound flow indicator 8:

8 kp (ýp e + M-s (6)

dA d
In one dimensional flow, choking occurs when - 0 and ýL 0 (In a

d x- dx

choked nozzle, T is negative at the throat.); thur for two streams to be
xI

choked, 8 must be zero. Positive $ indicates unchoked flow, s.3nsitive to the

exit pressure, while negative 8 indicates the opposite. Observe also that

unchoked flow with a supersonic stream could exist as well as the afore-

mentioned choked flow with a subsonic stream.
_____dA

Thus far we have defined a variable, 3, which is zero when L is zero and
dP dx
dT is not. By analogy with the single flow case we have stated but not proven

that a multiple stream flow is choked when 8 is zero. Before we can prove

this, we need to determine which pair of Mach numbers Mp and Ms will cause 8

to be zero. This in turn will lead to the definition of the pumping

characteristic, Pos/Pop.

Referring again to Figure 1, assume that Amin/Aop, Aex/Aop, Pamb/Pos and
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W/To)s/W/To)p are known. We want to find the values of Mp and Ms and thereby

the ratio Pos/Pop which will cause 5 to be zero. For each stream we can write

S/PM - 2M2Ro2 (7)

For two streams with equal static pressures

' + ks- 1Ma
2

WIL.~ As Ms/F 2
, If' -)-p AP + Mpp R- I 2p8

2(8

Also for each stream we can write

•- k+l

A 1 2 +k - I M2 ) 2(k -1)

k L+1 (1 2' (9)
At the minimum area

Amin Ap As
Ap* Ap* Ap* (10)

if the primary stream is choked at Aop, Ap* * Aop.

;-en

As *A•in Ap
Ap* Aop Ap* (11)

and

As_ As AO*
Ap Ap* Ap (12)

thus

As _ Amin Ap*.

Ap Aop Ap (13)

We now have a system of two equations, (6) and (8), in two unknowns,

Mp and Ms, which may be solved with the aid of equations (9) and (13).

Once Ms and Mp are found, the ratio Pos/Pop is cgiculated from
ks

?o (+ ks - 1 MO2 ks-
Pop 2 M_-

(l + k Mp2)kp 1 (14)2
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Me and Mp are found iteratively, by the method of false position as follows:

a. Guess two values of Mp, one just supersonic, the other around 2 or 2.5.

b. From equation (13), each Mp will yield an As/Ap.

c. These, plugged into equation (8) will give a pair of Ms.

d. Equation (6) then will yield two 8, positive value corresponding to

the lower Mp, and a lower value corresponding to the higher Mp. If the

second 0 in negative, the desired value of 8 (zero) is bracketed and the

solution can proceed as described *in any text on numerical analysim. If not,

repeat with a higher Mp till a negative 0 results, then proceed.

e. Once the Ms and Mp which make B zero are found, the pumping

characteristic Poo/Pop is computed from equation (14).
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IMI. INCHOKED OPERATION

Unchoked operation implies that the compound flow system io sensitive to

the back (ambient) pressure. The underlying assumptions are that at any

axial station the static pressures of the two streams are equal. to each other

and at the exit plane, they are equal to the ambient pressure. Knowing the

corrected flow ratio Ws&/ToWpVT and the overall pressure ratio Pop/Pamb,

one calculates in turn

a. The exit area occupied by the primary stream,

b. The exit area available to the secondary stream,

a. The total pressure which will force Wo througn the avuilable exit.I

area. Aj Pop/Pamb decreases, there comes a point where Pos falls below

ambieut and ejector action ceases.

These three steps are accomplished as follows, remembering that the

primary stream is assumed to be always sonic &t Aop: I
a. Select the primary pressure ratio, Pop/Pamb. This will always be

lower than the pressure ratio at which the ejector compound chokes. From i

the pressure ratio, calculate the primary exit Mach number, Mp, and area

ratio, Ap/Ap* (=Ap/Aop), from the isentropic relations.

b. The area available to the secondary stream is found from

flAs Ae
Ap* Ap* Ap* (15)

and equation (12).

c. Combining equations (8) and (14) yields ks + 1

( (+ ks- 1 M2 2(ks - l)
wo o0 As Poo Ars Ms
WpNTop Ap Pop /~Mp +k2 M2 --p (1 + Mp) 2(kp (16)
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The only unknown is Poe/Pop, which is found iteratively. Guessing a

value for Poe/Pop also gives a value for Pos/Paub since Pop/Pamb is specified

in step a. From this, Ms is Cal~ulated aqd finally equation (16) yields an

estimate of the corrected flow ratio. This is compared with the given value

and Poo is adjusted as necessary until the estimate agrees with the

specification to an acceptable degree.
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MV. THRUST CALCULATION

The basic thrust equation is the nondimensional form for gross thrust,

:-iPuA "~T ~iT l-(Po) +- P (17)
F k/ 2 2 )k-i P1e---- Ae Ee Pamb

i Equation (1) i s written for each stream and the thrust of the secondary

is adjusted to refer to PoA* of the primary, via
Poe An*

Pop Ap*

PosoA2 as*WaAn
PopAp* Ap As WpVAs* (18)

Ftotai F + Ps iS= + • xAdjast
PopAp OAT + posAT djs (19)

Two thrust coefficients are calculated, the first being total thrust

divided by the ideal total thrust, and the second being the total thrust

divided by the ideal thrust of the primary, viz

CV F total.

W ev total ideal (20)

Ftotal 1
C Py p 'i d ea l ( 2 1 )Fp 4

Where ideal thrust is obtained by setting Pe - Pamb in equation (17).

For uncIoked flow, the thrust is calculated from

F P A 2
•oA* Pa A* (22)

Which is equivalent to (17) with Pe = Pamb. Cv, Cvp, and Adjust are the

same as above.
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V. MIXING ANALYSIS

The foregoing dis3cussions have assumed that: the two streams pass through

the ejector shroud without mingling, i.e. as if they were separated by a

flexible membrane. It is possible to estimate in a similar manner the effect.

of complete mixing of the two streams.

5.1 Assumptions

We know the ejector geometry as before and we are given the bypass

ratio B - Ws/Wp and the ratio of stagnation temperatures, Tos/Top. From these,

we can form the correý-ted flow ratio as WR - B Tou/Top. Finally, assume that

the ratio of specific heats, k, is constant and the same for both streabis and

that the static pressures for both streams are equal.

5.2 Analysis

As before, we shall render all quantities dimensionless, by referencing

conservation laws for mass, momentum, and energy, we can develop a description

of the mixed stream.

Energy: Summing the energies of the two streams yields

Tom - WpTop + WsTos (31~Wp + Ws 23
Or, in terms of WR and B

Tom B + (R) 2
Top B(l + B) .(24)

Momentum:

(+ M2 m)PmAm Ps As (1+k x 1+k2
PopAp* Pop Ap* (25)

F

PopAp* (25a)
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Mass: Writing equation (7) for the mixed stream yieldsW.p. (1 + T
Wp(l B) Mm k i 2
PMAM 2

In dimensionless form

Wp/Tp2oAZ* (1 + ) mM + k-i
PopAp* PmAm T R 2 (26).= 1

Recall Fliegner's formula

W F____k-

A* Po R ( (27)

Substituting equations (24) and (27) into (26) yields

7k+lW 'M
PopApR* (I+B) + +- "~~2 i+ : m2
PmAm B( +B) 2 (28)

From equation (25a) we have

Pop,.A* . ?opAp* ) +
PmAm F ( ~

Substituting this into equation (28),

(I~p 2 kkl 22 k-i1 M2
k__ k- I ( + B(B + (WR)2) 2 Mm +

F ~ ki B 1lk i B 1+ 2 M

(29)

Define a temporary variable Q
__o__•2 2 .k-2

(L F + 1t (1 +B)(B + (WR) )
B (30)

Then_4

V- (I+ k2) Mm + k-i ft 2
2 (31)

2If we square equation (31), we obtain a quadratic in Mm2, from which

I2 2 k-I
Mm2  l.- 2kQ + f(2kQ- 1) -4(k2Q - -__-)Q

2(k 2Q k-i)2 
(32)
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The negative root yields the subsonic solution and the positive root

the supersonic.

Finally, we have the -hoice of constant area or constant (static) pressure

mixing. In either case, we use equation (25a). In the first case Am is given V
by the geometry, usually Ap + As. Then

Pm Pm Am Ap*/Am
Pop '(Pop Ap-*)(Am - = •* ) (1 + kMm') (33)

In the second case, Pm - Ps and we compute Am from

Am .PmAm . F (Pop/Ps) 2
AP-* (= (- - *) - (FPo- -p* (1 + k •n ) (34)

The thrust in either case is calculated from equation 17 and referenced

to PopAp* via

Fm Fm Pomr Am Am* Ae
P o pA p * =( PVom --* ) "( " (` ) (!pd (V•A ) (35 )

and we can define a thrust coefficient

Fm

C ft F p A p. +

PopAp* PopAP (36)

where the denominator is calculated as described previously.
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VI. RESULTS & CONCLUSIONS

The one-dimensional analys •t described above has been implemented in

a Fortran computer program called EFFORT. For completeness, EFFORT will also

computo the performance of nozzles with no secondary flow. Copies of the A

source deck may be obtained from the author.

EFFORT runs very quickly (more than 20 cases per second) and the results

of the compound choking analysis agree very well with the method of character-

istics solution described in reference 2. Therefore one can conduct parametric

studies with EFFORT, then use a more deuailed analysis when the ejector

configuration is better defined. EFFORT, being a one-dimensional, inviscid

analyeis, will yield an upper bound on expected performance.

The unchoked analysis in EFFORT extends the performance caluclation to

lower pressure pressure ratios than an MOC analysis can handle, but which may

still be of Interest.

The mixing calculations are also estimates. They were included for

coll[,letenoss so that one could compare the mixed performance with the

compound choked performance. ln neither instance is the mechanism considered,

onl' ohat the final result would be.

Constant area mixing yields thrust equal co or slightly poorer than the

unmixed thrust. The constant pressure mixing resulLt can be misleading

because the area required to maintain the mixing pressure is usually smaller

than the specified Amin. Therefore, the constant pressure analysis is solving

a different problem. One can iterate to a solution by adjusting WR and ARmin

until Amix agrees with Amin, but that iteration is not built into EFFORT.

Note that EFFORT deals with gross thrust only. Equation (20) compares
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the actual gross thrust of the ejector to the thrust available from the two

streams expanded ideally and therefore provides the most meaningful measure

of performance. Ejector performance is sometimes quoted in terms of an

"augmentation ratio," the definition of which varies from investigator to

investigator. The thrust coefficient defined by equation (21) can be

considered an augmentation ratio in that it compares the actual ejector thrust

to the ideal thrust of the primary stream. One could also define an augmenta..

tiou ratio which compares the actual ejector thrust to the thrust of the

primary stream expanded to the ejector exit area. This ratio would be larger

than from equation (21) except wehre the exit area is appropriate to the

pressure ratic. Regardless of the measure of performance one adopts, it is

important to understand that the thrust increase from the secondary mass flowI

is much smaller than the increase from relieving the overexpansion of the

primary stream. By filling the excebs area of the shroud, the secondary

stream allows the primary to operate at an area ratio more suitable to the

pressure ratio and reduces the PA in terms in the thrust equation.

Yinally, one must clearly understand that no ejector can increase t'ae net

thrust of a propulsion system except by relieving overexpansion. Thrust is

momentum. Gross thrust is the momentum of the exhaust stream(s) and net thrust

is gross thrust less their incoming momentum. Consider the control volume in

Figure 2. The two streams enter at the left. The primary stream gains

momentum because the engine adds work to it, drawing energy from the fuel.

The secondary stream, if it gains momentum at all, has to gain it from the

primary stream, for there is no other source. Therefore, regardless of the

amount of secondary flow, the net momentum exiting the right side of the

control volume is constant.
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FE-"I' OF NON--XCSTANT EDI1HALPY

ADDITION CN FAN-NOZZLE CQNATIWNS

by

/ -Gordon C. Oates
University of Washington

Seattle, Washington

Walter M. Persz, Jr.
Commercial Products Division

Pratt & Whitney Aircraft Group
K, East Hartford, Connecticut

It has long been recognized that a compressor or a turbine stage

loading may be increased, or the efficiency improved for a given loading,

by utilizing a non-constant enthalpy addition to the flow along the

length of the blade. The resultant non-uniform flow at exit from the

stage will itself have losses identified with it if the flow is passed

through a nozzle for propulsive purposes. In order to estimate the expected

effect on the thrust of the flow non-uniformities, two limiting cases are

herein considered. Thus, an engine with non-conrstant enthalpy addition

across the fan stage, but with otherwise perfect components is considered.

The flow is then taken to be a) completely unmixed (isentropic), and

b) fully nixed in an ideal (no sidewall friction) constant area mixer

prior to expansion through the nozzle. In each case the resulting net

thrust is compared to that which would exist if the same total enthalpy

addition to the fluid stream was supplied uniformly.

Manuscript was received February 1979.
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NOMENCLATURE

A - Area

H - Stagnation enthalpy

h - Enthalpy

M - Mach number

P - Static pressure

TA - Net thrust with variable fan blade enthalpy input
HTA - Net thrust with variable fan blade enthalpy input
T RR- Net thrust with constant fan blade en~thalpy input

TR - Ratio of net thrust TTA

u - Axial velocity

x - Axial coordinate

Y - Specific heat

c - Constant

n - Fan efficiency

P - Density

•r 1 4. y - 12 M2
2

T - Stagnation temperature ratio across the fan for

constant enthalpy case

1 - Flow station (see Figure 1)

2 - Flow station (see Figure 1)

c - Reference constant enthalpy case

e - Flow station (see Figure 1)

o Flow station (see Figure 1)

t - Stagnation conditions
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ANALYSIS

It is assumed that the blade loading is such that the stag-

nation enthalpy distribution, H, is given by

H/Hc 1 + &(2x -1) 1.

1C 2

Here c refers to the reference constant enthalpy case, x

is the ratio of mass flow between the hub and the given stream-

surface, and the total mass flow, and e is a (small) constant.

This form of enthalpy distribution is an often used reference
f r .(2,3,4)

form.~2 3 4

100

Figure 1 Definition of Engine Reference Stations

a) Isentropic flow through the nozzle.
For this case we riy write

1 he,½u dx f I + - )- - dxfO e c fO 2HC

he - ) 2.

Hu 2
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Now noting that for this case of ideal flow and exit pressure

equal to ambient pressure, H- - c where T r 2 0  and

T c is the stagnation temperature ratio across the fan for the con-

stant enthalpy case, it follows that

f udx +]r1rc )/]
0__ e 2- + L3/2 -(12 3.

Ju dx

f ec

0

Denoting the flight velocity asg TI routine cycle analysis

gives r

lu dx Tuec o e___

UeU

0r

and the ratio of net thrusts T is given by

11

L. u dx

0 u 1/ dx

R 0
5.

ec _

0

Equations 3 -5 may be quickly solved for example values of

the parameters, but because £ must in fact be very small, we may

utilize a binomial expansion to lead to the very simple approxi-

mate form

2 (T 'r2

TV 6. -/ -1

9 Tr c 3 2 VTr Tc r ir
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b) Fully mixed flow.

A momentum balance across the frictionless constant area

mixer gives

(P + 0u 2 )IdA - (P + pu 2 ) 2 A 7.

Conservation of stagnation enthalpy gives H2 - Hc, noting

that since at station 1 both the entropy and pressure are

constant, and hence the static temperature is constant, the con-

tinuity equation and equation 7 lead to

(1 2
-.- " (l-.-+ Ml)dx - -. 2 , " 8.

HYMI M2 (1 + 4 2 )- 1 -
Hc

Evaluation of the left side of this equation (and hence of

the 2
the function 0) leads to a quadratic equation for M2 . Thus,

noting that

H1
M 2 19.

equation 1 leads to

- [ 2 {1 + L(2x - 1)1 - ii 10.

It may be noted from equation 10, (The enthalpy distri-

bution given by equai'on 1 is used here as a convenient

example distribution. Other suitable forms could easily be
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considered within the same formulation.) that the maximum

imaginable value of e would be that leading to M, 0 on

the hub (x 0), so that

H
2( h 2 1) (Y 1) M 2

c
max H /h 1 +

2 "c

with equation 10, the function 0 is easily integrated to

give

H 2
W c 3/2 V2(y 1) (3 B- + ZI 2_ 3 B- 3

+ 3 y-I +

H C - h 1 H Cin which 0+ + Kh 1 , 2

H C h 1 h C
h h 21

Solution of equation 8 thcn gives

M 2 2 [0 2y + (02 2(y + 1) 12.
2

The continuity equation may be utilized to determine the

static pressure at station 2 by writing

A A dx A
0 1, lul

from which
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!iP2 h2 1
P' fl d 13..1 1 d

2 J

The integral is easily evaluated utilizing equation 9. These

equations may be summarized in a form allowing sequential solu-

tion as follows: (c, Mc lr' Trc and y would be prescribed)

SUMMARY

Hc
h 1 2

H H

h h 2H 2

S h 3/2 {/ 2 ( - 1)(s+ - 8) + -I 2a- 3 a-
h 3 y--i( + 3 )1]

2 2

M= 2[o - 2y + {( . 2(y + 1) })

h2 1 ÷ M

__ _______-___________ I
2 2 c

2 2

P2  2 M (H-c- 8+ B
P h M~ h 2

fuedx 1 ½P -

Uec r c r c I
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0 r

U o e -1

T TR Uec 
j

R

Though unwieldy in appearance, these equations are easily I
programmed on a desk calculator. We may once again utilize bi-

nomial expansions, however, to gct after a great deal of algebra,

the following very simple approximate form

S(i + y M!

!TR 1 - [ Trc- 1 (/VrTc-1- /- )] (i c E 14.Rr. 48(cr - 1) Mc

Numerical verification indicates that both equations 6 and 14

are quite accurate. The largest fractional error in the perturba-

tion terms found in the range of values considered was only about

ten percent.

In order to compare the losses predicted above with a pos-

sible thrust gain due to compressor efficiency improvement, the

net thrust of an otherwise perfect engine with a non-perfect com-I pressor efficiency was obtained. Again utilizing a binomial ex-

pansion (in terms of 1 - nc) it follows simply that

_-n C _ _C -_

TR 1 2 [/'r c -i (/t ~ - 1 - / 1]- i] 15.R2 T rr rc rc

Simple relationships now follow for the "break-even" ef-

ficiency improvement Anc = (1 - ) required if the fan efficien-
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cy improvement resulting from utilizing the non-constant enthalpy

addition is to overcome the losses introduced. Thus equations

6, 14 and 15 give

T ( T2 2
(nc )break even C -l -rrc _ 1 48 (non--mxing)

1 r -1482 2
S 2 c) E

(Anc)break even = 7cl (l _ i)M 24 (mixing)
c

RESULTS

Example results were calculated for the case where the

compressor pressure ratio is 1.5, Mo = 0.85 and Mc = 0.5. Note

that in terms of the variation in stagnation pressure ratio across

streamsurfaces we may write

2 r tl
2x-1 Ptc J

Thus if the ratio of tip stagnation pressure to P was chosen
tc

to be 1.1, £ would be .055, and Ft /Ptc would be .907

1.0 -- __ __ _

-- NON MIXING
, 1MIXING

TR 0.99

0.98
0 0.02 0.04 0.00

Figure 2 Effects of Fan Exit Profiles on Nozzle Thrust
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Figure 2 illustrates the reduction in net thrust of the fan

stream with increase in c. It can be seen that the mixing losses

introduce a substantial penalty. This effect is apparent also in

Figure 3 where it is evident that quite substantial increases in

compressor efficiency must be achieved to overcome the losses due

to non-constant enthalpy distribution, if substantial mixing occurs.

The quadratic nature of the losses due to non-constant enthalpy

make the concept of utilizing slight variations in enthalpy quite

attractive.

0.-.

NON MIXING

"/ do MIXING
/

I•,! ~ ~on 0. .. 00.01
C

• Figure 3 Breakeven Fan Efficiency Variations

iI• As a final comment, we would like to point out that though,

Ithese calculations utilized the ,•impliiied model of a perfect
Sengine, it is expected that the predicted tendencies otc~ the

ratioG of the net thrusts will ren~ain quite accurate. -
i

I
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SCO4E ADVANTAGES OF UNSTEADY AERODYNAMICS

by
£ Hermann Viets

Wright State University
Dayton, Ohio 45435

"tWith few exceptions, aerodynamicisrs have historically considered
unsteady flow as detrimental to 1erformance. Two notable examples are

the problems of inlet buzz and wing flutter while the performance of the
pulsed combusrtion missiles of the 1940's is a prominent exception. In

some situations unsteady flows are unavoidable, as in the case of rotating

compressors and turbines. In these and other situations, it is of

interest to examine the time dependence from a positive point of view.
That is; if unsteadiness is deliberately introduced or amplified, are

there potential performance advantages? It is the purpose of this paper
to examine several recent a-id ongoing experiments which involve the

attempt to improve performnwce by utiliz.t-g unsteady flow. Two areas are
described. The first is the introduction of unsteadiness into a boundary
layer by mechanical means. The aim is to energize the boundary layer to
avoid or lessen problems resulting from separation. A second area is the
attempt to increase the mixing rate of jets by fluidically produced
unsteadiness. The tine dependency can be completely fluidically produced

or it can be driven by a nechanical-fluidic interface.

I' J
J

Manuscript Received June 1980.
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Some Advantages of Unsteady Aerodynamics+

Hermani Viets*
Wright State University

Dayton, Ohio 45435

I. Introduction

With few exceptions, aerodynamicists have historically considered unsteady

flow as detrimental to performance. Two notable examples are the problems of

inlet buzz and wing flutter while the performance of the pulsed combustion

missiles of the 1940's is a prominent exception.

In some situations unsteady flows are unavoidable, as in the case of

rotating compressors and turbines. In these and other situations, it is of

interest to examine the time dependence from a positive point of view. That is;

if unsteadiness is deliberately introduced or amplified, are there potential

performance advantages? It is the purpose of this paper to examine several

recent and ongoing experiments which involve the attempt to improve performance

by utilizing unsteady flow.

Two areas are described. The first is the introduction of unsteadiness into

a boundary layer by mechanical means. The aim is to energize the boundary layer

to avoid or lessen problems resulting from separation. A second area is the

attempt to increase the mixing rate of jets by fluidically produced unsteadiness.

The time dependency can be completely fluidically produced or it can be driven by

a mechanical-fluidic interface.

II. Induced Unsteady Boundary Layers

A. Unsteady Airfoil Flow

Time dependent flow over an airfoil has been studied by a number of

investigators, often from the point of view of helicopter application. In

1his review, McCroskey reports several experiments which show that an Jrfoil

+ Partially supported by AFOSR Grant No. 78-3525, Monitored by AFFDL/FXM
* Associate Professor
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performing sinusoidal oscillations of angle of attack about some mean

value, is able to attain higher lift than a static configuration.

Apparently, the dynamics allow a delay in the onset of stall to a higher

angle of attack. McAllister and Carr2 have investigated the flow structure

by flow visualization and have demonstrated the large scale vorticles exist-

ing above the airfoil.

The objective then, is to produce a similar vortex structure above the

airfoil without havinq to oscillate the airfoil itself. The method employed3

is shown in Figure I and consists of a simple rotor which turns in the

counter clockwise sense and produces a vortex for each revolution. The

vortex structure produced by such a configuration is shown in Figure 2 for

a flat plate configuration made visible by the use of smoke streaklines. It

should be noted that the top of rotor moves upstream, so the rotor does not

simply push the flow downstream.

The same technique is employed to study the time average streamlines

above a symmetrical airfoil at an angle of attack of 200. The smoke flow is

photographed and the streamlines traced to yield the results in Figure 3. The

comparison between the w 0 rpm case (rotor withdrawn into the airfoil and

the cavity taped) and that of w - 2400 rpm clearly shows that the size of the

separated flow region is dramatically reduced by the use of the rotor. In

addition, a streamline wHch passes below the airfoil in the static case

appears above the surface in the dynamic one. This indicates a reduction in

the pressure above the wing and an increase in the circulation and hence in

the lift produced.

The pressure variation with the use of the rotor is shown in Figure 4 at

a single pressure port located at the 63% chord position. The pressure

difference between the static pressure at that point, P, and the freestream
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static pressure, Pfs' is non-dimensionalized with its own value for the

static case (w - 0) and presented versus the rotor speed. Based on the

single port, the optimum condition is for a minimum P which corresponds

to a maximum in the pressure parameter of Figure 4. The 200 angle of

attack is fully separated and as the rotor frequency is increased, the

performance indicated improves by more than 35%.

B. Unsteady Rearward Facing Ramp

Another potential application of the time dependent boundary layer

energization is to decrease separation problems in difftsers and rearward

facing ramps. Such an arrangement Is illustrated schematically in Figure 5

anid discussed in detail in Reference 4. In this case, the boundary layer

is turbulent and the rotor is completely submerged Oithin it. Without the

use of the rotor, the flow is fully separated at the corner at a ramp angle

e - 280. This fact may be verified by flow visualization and may also be

seen in the ramp pressure distributions shown in Figure 6, where the down-

stream distance is measured from the corner.

In the static conditioi, (no rotor, w * 0), the pressure distribution on

the ramp deviates only slightly from the free stream value. This is a

reflection of the fact that the flow separates at the corner and therefore

the effective area that the flow experiences is nearly a constant area duct.

The use of the rotor at 1000 rpm reduces the pressure distribution at the

beginning of the ramp, indicating that the flow more easily negotiates the

turn. The upstream static pressure, designated by the large solid symbols,

is unchanqed. This is significant since the tests are performed in an open

circuit tunnel and a substantial improvement in the ramp flow would lead to

an upstream static pressure reduction because the rearward facinq ramp is
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essentially a diffuser.

The reduction in upstream static pressure is clear as the rotational I
speed of the rotor is increased. Thus, at frequencies greater than 1000 rpen,

the static pressure distribution on the ramp decreases while free stream

static pressure also drops. The performance at rotor speeds of 4000 and

5000 rpm is virtually indistinguisiiable, suggest'rng that this frequency

range may contain the maximum performance in terms of w for thU present I
flow geometry. This question cannot be completely answered here since

5000 rpm is the upper range of the present experimental capabilities.

C. Unsteady Dump Flow

A third potential application of the unsteady energization of the boundary

layer by a mechanical technique is related to dump combustor flow fields.

The dump combustor, illustrated schematically in Figure 7 (from Drewry 5 ) in-

volves a rapid enlargement of a duct flow. The recirculation region produced

by the enlargement acts as a flame holder and keeps the flame from being

blown downstream by the high speed flow. In order for the recirculation

region to ignite the main combustor flow, there must be an interaction

between the two regions.

6In an effort to foster an increased interaction6, a rotor is positioned

slightly upstream of the dump (corner) station. The vortex structure shed

by the rotor cases a time dependency in the length of the recirculation

region. Two different lengths of the same recirculation region at different

times are shown in Figure S for a rotor speed of 2500 rpm For a step heigh'l

to half upstream channel width of 1/3. The length difference is large,

indicating that a significant portion of the regior, is intermittently shed

and swept downstream. It is this shedding and pulsing interaction with the

main flow region which has potential advantages over the static corfguration.

571



The flow visualization results shown in Figure 8 are two dimensional

while the basic application, the ram jet, is axisymmetric. This problem

can probably be overcome by an ippropriate design, perhaps a segmented rotor.

IN. induced Unsteady Zet Flows

The general purpose for the introduction of unsteadiness into jet flows is to

increase the mixing rate between the jet and its surroundings. Several different

concepts hav. been proposed to drive the jet, including acoustical bombardment,

mechanical interruption and fluidic control. The basic advantage of the fluidic

control method is that the system contains no moving parts and can produce rather

high nozzle efficiencies. The three nozzles discussed below are of the fluidic

type, although the third includes a mechanical control for the fluidic parts.

A. Single Phase Fluidic Nozzle

A fluidically controlled jet is illustrated in Figure 9 and discussed in

detctl in Reference 7. Its method of operation is as fo'lows,: The jet flow

passes through a contraction section and past two control ports into a wider

zhannel. The sides of the channel are near enough for the jet to be bistable.

That is, thL jet must attach to one wall or the other. If the initial attach-

ment is to the lower wall, the entrainment from the lower control port causes

a relatively low pressure there. Th? pressure in the upper control port

remains relatively high since the entrained flew can be replenished from

outside.

Then a compression wave travels through the feedback loop from the upper
V1.

(high pressure) control port to the lower control port, increasing the

pressure there and tending to push the jet off the lower wall. Simultaneously,

an e-pan~icn wave travels from the lower (low pressure) control port to the

upper control port, decreasing the pressure there and tendinq to pull tha

572



jet oanto the upper wall. In a well designed system, the jet attaches to

the upper wall and the process repeats itself, producing a flapping Jet

flow at the nozzle Exit.

The main advantage of the flapping jet is shown in Figure 10, where the

distance downstreagn. The hair width is the distance between the Jet center-]

line and the position on the velocity profile where the velocity is half the

centerline velocity. The half width contains most of the jet's momentum andI

as such is a measure of the jet's width or the rate at which it mixes with

the ambient fluid. The various nozzle geometries all improve the inixing rate

as comipared with the growth of a 2-0 jet indicated by the dashed line. The

best efficiency produced by this set of nozzles is 88% by nozzle 3D while

nozzle 1, which produced the most rapid half width growth, yielded an

efficiency of only 70%. The precise nozzle geometries are presented in

Reference 7.

B. Dual Phase Fluidic Nozzle V

The nozzle described above operated consistently well for a single phase,

i.e. the nozzle fluid the same as the ambient fluid. Operating the nozzle

with the flow of water into air resulted in air bubble leaking into the feed-

back loop and acting as shock absorber there. Thus the waves could not pass

through the loops and no oscillation occurred.

A solution 8 to the two phase flow problem is shown in Figure 11. The

control is still fluidic, but in this case when the jet attaches to a wall,

some of the flow is actually scooped off and passed back to a position just

downstream of the contraction. This feedback exerts a pressure at that

point and the jet moves to the opposite wall where the process repeats itself.

Again, as in the air case, the jet flaps up and down.
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The instantaneous flow field produced by the water jet is shown in
•i Figure 12. The rapid mixing between the jet and ambient fluids may be

clearly seen. The intimate unsteady mixing between the liquid and qas

allows a potential improvement in combustion chambers employing such

unsteady primary nozzles.

C. Multi-Nozzle Flows

9The fluidically controlled nozzle of Figure 9 has been proposed as the

basic element of a gust tunnel. That is, a number of these nozzles toftether
are capable of producing a gust environment if the phase relationship between I

various nozzles can be established and maintained. This cannot be accomplished

totally fluidically but requires a mechanical control. The rotating valves

employed to control the flow are illustrated in Figure 13. A multi-nozzle

device has been constructed and is c!urrently under investigation with a

conditioned sampling hot wire instrument.

IV. Conclusions

As demonstrated by the studies cited above and also by additional investigation

cited in the articles referenced, the judicious use of unsteady flow can lead to

performance improvements in various fluid dynamic devices. Thus the existence of

unsteady flow need not have a negative influence on aerodynamics but rather may

be a strong positive factor if properly exploited.
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Figure 1. Vortex Generation by an Embedded Rotor 3
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Figure 2. Vortex Structure behind the Rotor on a Flat Plate 3
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Figure 9. Schematic of a Fluidically Controlled Oscillating Jet
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Figure 11. Schematic of the Oscillating Two Phase Jet Flowfield 8
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THE BOJARSKI-LEWIS 7DENTIFY F(R MASTIC WAVE SCATERING

D. A. Lee
U.S. Air Force Institute of Technology

In 1967 N. N. Bojareki published a remarkable identify, which showed

that the physical optics approximation to the far-field back-scattered

radiation generated by plane electronagnetic waves incident on a convex,

perfectly conducting body could be processed simply to give the Fourier

transform of the characteristic function of the body. (A body's charac-

teoistic function has the value 1 at all points inside the body, and is

zero everywhere else.' R. M. Lewis explored the identity's impl.lcations.
With Qhe current interest ii sophisticated ultrasonic inspection, it is

natural to ask if an identity like the Bojarski-L&i4 identity holds for

elastic wave Acattarigg. Elastic wave scattering is, of course,

;,plicatWd by the existence of tn dW.ifereut kinds of clastic wavesý

whiile oloctroixnotic scattering involves waves of just one kind. The
PX~C~NTý p.apCr (Oaa,%' Lhat an extension of the Bojaxeski-Lowis identity

bduos '. doed hold Cur olastic wave scattering, anr discusses ways of

applyJi,'I this raoulLt in non-dostructive tcsting.,
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SECTION 1

INTRODUCTION

In 1967, N. N. Bojarski published a remarkable identity

which shows that knowledpe of the far-field limit of the physical

optics approximation to the electromagnatic waves back-scattered

from a perfectly conducting convex body illuminated by plane waves,

is equivalent to knowledge of the Fourier transform of the charac-

teristic function of the body (a body's charactaristic function has

the value 1 at points of the body, and zero everywhere else),

It. M. Lewis later e;;plored the identity and some of its uses, The

Bojarski-Lewis identfiy gives ineans in principle for such applica-

tions as obtaining target shape information from broad-band radars,

With current interest in non-destructive evaluation usi~ig

elastic wavus, it's natural to ask whether a version of the Bo~arski-

Lewis identity holds for elastodynamic scattering, Since elasto-

dynamic scattering generally involves both longitudinel (dilatation)

and transverse (shear) waves, while electromagnetic scattering

involves only transvorso waves, it is porhapo not entiroly obvio~uro

that there is such a version, nor does intuition seom clearly to

suggest the way to account for the conversions from waves of (,n
type to the other which are common features of olastodyaiami4c
scattering, This assertion that there isn't itt obvious antrwer to

the question, "Is there an. ola'.todynam v homolon1gu te the JioJarski-

Lewis Identity", is of course e61LJr•,ly my rus-on •ilhaitMy. I make 't,,
however, with considerable confidonce aiita'vso I • ia • •";,d )lInsI
von .hnln It' ho could soe tho answer 0%,tui*,iv3l , oh , *t'itor a f a,

mnnutus ' reflection, no said ý,e could not

This paper gives a partitol an&wdar to the q'ost iono, by Astau-

lishing the followinA resulti knowledge of tde far1 fLolv) limit of

the phyoical clustodyniamnics iAppro.%imotiou to thr tlilattionI wat'i1
back-ocatterod from plane dlliltnt, otp wavi iv ci,4 n en a io',inx void
in a honom enosootl, isotropic , linearly elaisti mnntortaJ, ,,i eAquivakiit
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to knowledge of the Fourier transform of the void's characteristic

function.

SECTION II I
INTEGRAL REPRESENTATION FOR SCATTERED FIELD

A time-harmonic elastudyanmic displacement field in anI
isotropic, linearly elastic material subject to an appropriate

radiation condition can be expressed in terms of displacements

and stresses over any sufficiently regLM1ar surface S which bounds

a sufficiently large finite donain (3), as

ui(!_) = f nk( )[TjkL(xVu•Cx)

whon x is outsido tho domain bounded by S. In 5i the
fundaroatal singuilar solution•

1•2.e 0 0Skb x i - -. k k-

k. )k 4 as •/ .k I [ oWI/ (2)

whoro w ii the froquoticy atW i mnd b ave respectively 0ho djIgtntion

and sM•ivtr wave qoodm, of' thoe int,,tvria , wh I lo

'lo c T e • oen t• b ei l,/ bo c411od t€ h fst r o s f Ifa IJ o f tlho oluotodyramic,

" wnvfv Whlos 0 toll roilloil' #"0|10 Is UI,

It"

.,IV, • pu~l~l~'k~'dI

i*

ht• . ijLA•, Is:. j jJ&,: ., mi• a ',":"''ik " i'uw"•' L•' i,,MJ.M " L1~A 1Jk •)..• , .M.k.l-.••d ' L.,, L'•LA ''&1J *''•' &.,,. , . A..u.•kL ' krM "J •"



Equation (1) leads to the conclusion that the displacement
s

field Uikx) of elastodynamic waves scattered from a void B whose

(sufficiently regular) boundary is DB, due to an incident elasto-0
dynamic wave whose stress field is TkX(X), can be represented as

US(x) =-.- 1 ffk Lff s~) o 5
Un _ n(Y-) [rj kC'x (-0U8 Y-) +gj Z Q-1) Tot( Q o) (s)

SECTION III

THE PHYSICAL ELASTODINAMICS APPROXIMATION

Equation (5) cannot be used as it stands to evaluate the

scattered field , because the values of U, in the integral of

(5) are not known. The physical elastodynamics approximation to

U is obtained by replacing the unknown U on the right side of (5j,

with the displacement field UP(x), which, at "illuminated" points of

(111, IS t1h1 , I , ac i t Fuied which would h4,vV bhoun prod lced (i t thu

point xeDB, if the incident field wore acutterod by the (inflnite)

tangent plane of DB at x. U (x) is taken to be zero on "shadowed"

parts of D,

If we take the incident fieid to be v, plano dilatation w'ive,

!i•,•,! -U0o Ue_ oxr,(ikao,,0. (0))

then, fol lowing Achunbach (4) we may write the dlsplrncoment fluid

Mll •t I llurnlI i tod p1,) it s of )(1 a13

IA
"whoro A1 and A, are solutlions of

0X+21co s Oo0)A I - Kwt: o n 20 2 2 . 0X ++,2 co: 0

-11 6111 200A , Kil Cos ,10 AI -W fin "0OtO
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The unit vectors d1 and d 2 may be expressed as

cosci 2
di -2(n-e n + e; d2 * s- 2 (e-(n.e)n) - sin 0

The angle 02 is determined by

sin 02 = 0-
2 C 0 (1

and 00 is the angle of incidence. The parameter K is the ratio of

the dilatation wave speed to the shear wave speed, i.e.,

S - >1 (12 )

The local geometry of plane-wave scattering from a plane is sketched

in Figure 1, and the global geometry of plane-wave scattering from

a void is shown in Figure 2.

U u

Iliguro 1, Local Ilano-Wavo ScnttorIng.

W avo IlroU" - ' Iit

VI giuiio 21 . Globail 1118l1o-Wavo Selittorilng,•90



SECTION IV

THE FAR FIELD

By "far field", we mean those x such that

lI l I l
-- << 17 -• < /4, y_;BU B (13)I,_I ' b I Y_

When inequalities (13) are met,

ikaX ikX .-a -ik x z ... .. -ikbX.Y

l~x i _; ×.b .

x x
and Tk ik a" (14)

-ikk xA
kz3k+AxA i w e bstiti of (1)•2 xnd

-iwk (X^k6X -ikb2Xx
"t~b(Xk .j Z ,jk-2 kX£ x e

AA

back-scattor direction, where ^x - -e, substitution of (13) and

(14) into (5), and some straightforward simplification, givos

lk ika " x 8
U jS x) - 4,p,2 o ._x f ("' y•))+2jj(L'p)(°S-- (Yv))-

I kkx
*A +2) 1[ 0 o 0 u do (z)

+

j .

I1 (15), we huvo usod tho fact that, for tho dilatation wuve; (t))

T i
k v i,1ek • a 1 6
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The quantity denoted by Q. in (15) can be expressed in terms of

integrals over 3B. The first term of (15) characterizes the

dilatation-wave component of the far-field back-scattered elastic

energy. If the incident pulse is sufficiently short, and if the

distance from B to the surface at which the scattered field is
observed is sufficiently great, it will be possible to separate
the dilatation wave component from the components represented by

the second term of (15).

SECTION V

PHYSICAL ELASTODYNAMICS APPROXIMATION IN THE FAR FIELD

Use of the physical elastodynamics approximation in the first
term of the right side of (15 reursealaino

H E(n. +) 2 _)e

exp (iK!e.x) (17)

using equations (7) through (12). One finds, sineo ne * - cos 00f

(A A cos 00 A gin 0

.2o cos 0 ((-A1  cos 200 0 A2  sin (00+02)) (18)

Since A

%1 ( V - 2 s 2 2os 2 0)

A 2 n.0llOl,,) O.-(• :.lr 0J (:0)

Tho pi)•lametero antld may be olimnltated f•rom (8) anld (9)) by' moanis

of (H•)), to give

2 Co2 0 )At

K ait 20 2 A2  u ( 2 4 co• 2 % O) (21)
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and

-2 sin e as 0 A1  
*1

K cos 20 2 A2 - -2 sin 00 cos e0 (22)

If (22) is multiplied by tan 00 and added to (21), tho sum yields

(K2 - 2 + 2 cos 20 0 )A1

sin 00 ,)
A2 (. sin 202 s cos 202) C2)

2
But, since cos 20 1 2 sin 4

2 sin2 0

cos 20. 1 2 sill 01 * - (24)

in viow of (11), It then follows that

2 sill 2 0 K 2 2 co g'

cos 202 2

Thus

sin 00 sin 00 2 2
K c o s 20 2 +(o 0

-K2.2) 8I + '- Cox 00
si J2 sill 00

(KN 2) '-CO - r, + 2 gill 02 co4 08 (2i;

Substltuting (25) into (23) givos
2 . ,-•.-•i I 001

(C 2 Cos 20)A 1  A 2  1 Cos 0 2

0 0 +,, 00sil2.0n C oM

CO3



or
2

(K 2 ÷ 2 cos 28)A 1

-AI [20+2 1 K2[ 2 2 sin( K2 -2 sn o - K 2 (26)

Substituting (26) into (20) then gives

: ,2 = _( + j) c s 6 (X,2p) (I'S)
H = -p COS 00K = -(X+2i) cos a0 (27)

Substituting (27) into (17) and using the result in (15) shows

that U, the dilatation-wave component of the far-field back-
scattered elastic energy, has the pleasantly simple expression

5, 2ik aU(X+2p) e a 2ik a e_-:,2 a e. (X. )e da(y) (28)

47rpw 2  kx , --
(B Ce)

II

or

Ukik aU e a 2ikae'y
U 2 a x ej (n.e)e doCY() (29)

DB (e) ,

where 3Bi(e) denotes the portion of 9B illuminated by waves

propagating in the direction of e.

Thus, in principle one can recover, by observing the far-field

back-scattered dilatation waves, the quantity

'lP(.) (n. )e da( ) (30)

SB (e)

where

-2k (31)

If B is convex, then 3Bi(e) consists of those parts of 9B for which

(n.p) > 0. Thus for convex B,
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-i- -- (n_.p.)e-i .P . doY z -

- I ifi P-) ea (32)

P. 0

Equation (32) may be used in general, noting that an approximation

is thereby introduced, if B is not convex. Equations (30) and (31)

are, apart from a constant in the definition of 0(p), the same as

Equations (5) and (6) of Reference (2), which considered electro-

magnetic scattering. We continue, closely following the development

of Reference (2).

Since, by (32),

-= ~ (- (n.p)e e (y )

n!p < 0

one has

ý)p) + i*(C-) = -J (n.p)e o(:jd 4ary) eP dv

DB B

so that

[4)- LP) +D*( e'PJ'Y dv
pB

- ~ y Hf y(.Ye cv (33)

where y(y), the characteristic function of B, is defined by

Y(Y) 10, otherwise

Equation (33) shows that knowledge of the far-field limit of
the physical elastodynamics approximation to the dilatation waves

back-scattered from plane dilatation waves incicent on a convex void

in a homogeneous, isotropic, linearly-elastic material, is eqiiiva-

lent to knowledge of the Fourier transform of the void's character-

istic function. Deriving this generalization to elastodynamic
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scattering of the Bojarski-Lewis identity was the purpose of this

paper.
By the Fourier integral theorem, one can reconstruct y(x) from

r (p), as

y(x) __i r(p)e--' dv(pl) (34)(27)2ff
P-

Producing the reiuired values of r(p) from observations would require
observing the void at arbitrarily many look angles, for arbi'trarily

many frequencies. The challenging question of making rational

estimates of yTx), together with error estimates, from noisy band-

limited data restricted to a finite set of look angles, is considered

to some degree in Reference (2), and also in References (5) and (6).

i lt.

r
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EFFECT OF INITIAL CNFINFItTIONS ON LIBRATION POINT MOTION

by

Lynn E. Wolaver
Air Force Institute of Technology
Wright-Patterson Air Force Base, CH

In the restricted three-body problem, motion about the triangular

Lagrange lila',tion points is stable, under certain conditions, in the

sense that il a particle is "slightly" disturbed it will still remain

"close" to the original libration point. In the case of the earth-moon

system, the sun exerts a strong perturbing influence and the equilibhrium

points no longer exist. To investigate stability in this case, a very

restricted four-body problem is formulated and "stable" trajectories
are found. Their existence is shown to be markedly influenced by the
initial configuration of the three large bodies. The stable initial

state conditions are found from a first-crder variational solution and

later refined by numerical integration of the equations of motion.
Real world trajectories are shown to exhibit qualitatively the sane

configuration effects.

Originally published as an AIAA preprint 65-684. Reprinted with permission.

598



EFFECT OF INITIAL CONFIGURATION ON LIBRATION POINT MOTION

Lynn E. Wolaver

Introduction

Stability in politics, in economics, and in other fields is much
admired. It is no less so in outer space. The search for stable
trajectories among the planets has been going on for centuries and
continued even today.

In the case of two isolated bodies, the relative motion can be
determined analytically and is known to be a portion of a conic
section. If a third body is introduced, an analytical solution
can no longer be found in general. As the number of bodies is
increased, the problem becomes more formidable.

For three massive bodies there are, however, special configuration
for which a solution is known. Lagrange in 1772 discovered five exact
solutions of the three-body problem in which the masses maintain a
constant configuration. 4  An important specialization of this three-
body problem is the restricted three-body problem. For this case one
of the masses is so small that it does not affect the motion of the
two larger masses. Thus the larger masses move as a two body problem
and their trajectories are known. The restricted three-body problem
assumes that they move in circular orbits about their common center of
mass.

In a rotating coordinate system the five Lagrange solutions become
five fixed points (Fig. 1). A particle placed at any of these points
with zero relative velocity will remain stationary in the rotating
system. These points are singularities of the equations of motion.
They are equilibrium points. The vectorial addition of the attraction
of the two large bodies for the small body is ý,st balanced by the
centrifugal force developed by that small body about the common
barycenter.
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In addition to these special solutions, various investigators have
shown the existence of periodic orbits about these points in a
rotating coordinate system. Accordingly, Gylden was led to call these
points "centres of libration." They are more often referred to as
libration points or the Lagrange libration points.

,' By linearizing the equations of motion, in turn, about each of the
libration points, one can determine stability "in-the-small," so to
speak. 9,lu The well-known results show that the triangular points
L4 and L5 are stable points in the sense that for very "small" changes
in the state variables the resultant trajectory will lie "close" to
the libration point so long as the mass ratio of the two large bodies
is less than 0.04. The collinear points are unstable for all mass
ratios.

These solutions remained of purely academic interest until 1906 when
the first of the Trojan asteroids was discovered. This group of
asteroids oscillates around the sun-Jupiter triangular libration points.
Investigation of motion about these libration points was made by a
number of distinguished astronomers, including Brown, 2  SmartPs
Willard, 1  Herz,6 Brouwer, 3 Eckert, 5  and Wilkins" 9 among others.

The study of the libration points in the earth-moon system was
initiated by Klemperer and Benedikt 7 in 1958. They called the system
a selenoid satellite, a term which fortunately didn't catch on. Again,
as with the Trojan asteroids, it was an observational discovery, which
increased interest in the earth-moon system. In 1961 a Polish astronomer
named Kordylewski photoelectrically determined two bright spots, which he
regarded as clouds of matter in ýhe neighborhood of the libration pointL5 in the earth-moon system, a Later (January 1963) he reported the

discovery of a "cloud" near L4 (the libration point 60 ahead of the
moon). 12  The cloud's very low surface brightness makes it difficult to
detect. Its presence can be observed only during brief periods of time.
From December to April of each year there are but three days a month
when, for not more than 2 hrs at a time, the clouds are visible over the
horizon at an antisolar point remote from the Milky Way, and when, also,
the moon has set.12  Thus, the configuration of the sun-earth-moon and
libration point must have the proper orientation relative to the
observers' horizon. This difficulty of observation may account for the

•' lack of confirmation of such clouds. In any event, these reported
observations have initiated a flood of activity into the investigation of

motion about the libration points in the earth-moon system. The interested
reader is referred to Refs. 20-35 for a few of these.
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In a review of space research by the National Academy of Science, 11
the summner study group recommnended further practical consideration be
given to placing a satellite at the earth-moon triangular libratlon point.
Because thiA point is free from the perturbations caused by the geo-
magnetic field it would provide valuable data on solar'flare and charged
particle measurements. Further, it enjoys a view over nearly the entire
celestial sphere and has only short and infrequent solar eclipses, being
in the sunlight almost continuously."1 The study group investigated
payload size and various boosters.

Whatever the virtues of such a point, the purpose of this paper is to
investigate stability of motion about such i point. We shall leave its
utility to others.

Any investigation of orbital stability requires that one first
formulate a mathematical model. At this point we are confronted withI
the eternal problem of choosing a model so oversimplified, in order to
make it mathematically feasible, that it is physically or realistically
no longer interesting or on the other hand of choosing a realistic model,
which is mathematically intractable. No mathematical model however
simple or sophisticated is any good at all if it does not make physical
sense.

In using a simplified model in applying mathematics to the real world
we will be guided by the criterion that reasonable assurances can be
given that the study of the simplified model will in some way advance us
toward a physical understanding of the real world phenomenon.

It is the approach of this paper 0~ abandon reality entirely and
oversimplify the real world model. In so doing it is possible to find
"stable" trajectories near the libratlon points in a simple planar
very restricted four-body problem. Having found these stable trajectories,.
the severe limitations of the simplified model will be examined and the
real world searched (in vain) for similar stable behavior. The same
qualitative behavior will, however, be demonstrated.

The Very Restricted Four-Body Problem

Consider the system of Fig. 2 consisting of an infinitesimal body of
mass m moving in a system of three bodies of masses ms', mE, and mM so
arranged that the center of mass (0) Of mE and mM is revolving around the

center of mass of the entire system (B) in a circular orbit, and m E and

mmthemselves are revolving likewise about their center of mass (0) in a
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circular orbit. Such motion is not possible. However, if ms mE + '1 >> m

and if the distance R is very much greater than d, (Fig. 2), the

approximation will deviate very little from the actual solution. This is
the case for the real earth-moon-sun system.

We shall consider only planar motion. A rotating x-y axis system is
used with the origin at the earth-moon center of mass, with the x axis
through the moon. See the diagram shown in Fig. 2. The angular-
velocity of the earth-moon is w while the angular velocity of the mass
center o about the barycenter B is taken to be n. The equations of
motion may then be written as follows:

2I
S- W- 2 x - M2 cos, = 1W)ax(

y + 2A - w2y +-2 siný = lU/ay

with

YMM __ _ __ _ _ __ _ _ _ _

SRMsI(M + Me + MM) 1= MM/(MM + Me)

d y(ME + MM)J/W w = 21r/TM TM = 27.321661

R y(Ms + ME + MM)o 2 • = 2w/T T = 365.256354

0 = + (i-i)t = initial configuration angle
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The equations may be nondimensionalized by choosing the unit of
distance Co be d, the unit of mass to be mE + mM and the unit of

time such that y = 1; then w 1 and one time unit is equal to
4.348377 mean solar days. With these relations the equation may be
written

- 2y - x - (M s/R 2) coso = Wax (2)

(2
y" + 2i - y + (M /R2) sin- =

S=1 = 0.07480133

() - •= 0.92519867

These very restricted four-body equations do not admit of a singular
point. The libration points are no longer equilibrium points, and it
does not make good sense, mathematically speaking, to hang around these
points. However, because of Kordylewski's observations one is spurred
to jump into the analysis and investigate trajectories starting near
the old libration points. In so doing, a new variable a has .been
introduced. This represents the relative initial position of the sun
with respect to the earth-moon line at the time the particle is placed
at the old libration point with zero relative velocity (relative to the
earth-moon rotating-system).

In order to investigate stability let us place the mass m at the L4
libration point with zero relative velocity and obtain its trajectory
by numerically integrating the equations of motion Eqs.(2). Figures
3 and 4 indicate motion in a coordinate system centered at the old L4
libration point for the case where a = 0 and a = 135 degrees,
respectively. Figure 5 shows the radal distance of the particle from the
old libration point as a function of time. For a = 0 the range is
stead'll increasing and appears to Oiverge from the libration point. For
a= 135 (and similarly for a = 315 ) the range does not appear to diverge
but seems to be stable. We must, however, emphasize that a stable orbit
hat not been demonstrated in the sense of any of the normal stat, lity
criteria. What has been demonstrated is that the orbit remains (lose to
the vicinity of the old libration point for at least 250 days when the
initial configuration of the earth-moon-sun is a proper one. It may well
increase at some later date (as indeed it does). As a practical matter one
could apply a small amount of thrust at the end of each year to return all
of the state variables to their epoch values. Thus, stability for a year
would suffice. But let us not yet venture into practicality from such a
crude model.
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It is always valid to look askance at purely numerically integrated
results. In order to investigate this phenomenon closer and to verify
the results, Capt. Paul Ulshafer obtained a first-order solution of
the linearized equations of motion. The technique is one used by
deVries 2 4 together with a modification to allow for different initial
configurations of the three large bodies.

If one linearizes Eq. (2) about the old libration point the following
equations are obtained 2 4:

x- 2-C X-C2 y = C4+C6 cos2o+C7 sin2,+C8 coso+C sino

+C 1 V(xcos20-ysin2f)+C12 V(3X coso-Yysino)x (3)

+Cl2 V(YLcos4-X sin¢ )y J
+2x-C2 x-C 3 y = C+C7 cos2o-C 6 sin2O-C9 cosO+Closi,10

""C1V(xsin2o+ycos2o)+Cl 2 V(YLCOS0-XLsinr)x (4)

+Cl2 V(XLcoso-3YLsino)y

C1 =3/4 + V/2 C6  3VX/2

C2 = 31(I-21/4 C7 =-3VYL/2

C3 =9/4 + V/2 C8 =-3V(3X +Y )/8R (5)
3I

C4 = VXL/2 C9  3VXYL/4R

y2X2
C5 = VYL/2 ClO = 3V(3Y +XL)/8R

C1  3/2 = 1/82.45

C12 =-3/4R V = MS/R

XL =1/2 -v R = 388.9237Lo)

Is
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Y= /3/2 V 0.00566779

= • 0 + (1-Q)t = + 0.925198yt

These eqs. (3) and (4) fom a time varying linearo system. To solve,
one assumes a solution of the form

=i~lVix M t Y =•• Vyi)t (6)

By substituting (6) into (3) and (4) and collecting like pQwers of ¶.
one can form successive approximations. The equations for x(i) and y1 ),
which lead to the first-order solutions are just the first line of (3) and
the first line of (4), with initial conditions x0, Y09 io, yo, These may
be solved by the use of the LaPlace transform. Ulshafer 34 obtained the
first-order solution in the following form:

X'~=x(A ~~ .(/-e*iv (X4 -A,+4C)coSjt

4 C(A.- 6)Iv4D]v~~ S1%i+fCS2 4 .,F 4IZrO4 .4-6COS# 11 8

The coeeficients of Eqs. (7) and (8) are listed in Tables 1 ard 2.
Those of Table I are functions of a only while those of Table ?. dEpend
only on the initial conditions and are independent of a.

The angular frequencies p = 0.9457 and q = 0.3161 are the fundamental
frequencies associated with tne left-hand sides of the pair of Eqs. (3)
and (4). They differ slightly from the three-body values because of the
addition of 1/2V to coefficients C1 and C3 .

Having obtained this first-order solution one could then proceed with
the perturbation analysis and obtain higher-order approximations. However,
we seek only approximate starting conditions and will be quite satisfied
with the first-order solution. In fact, deVries shows that the higher-
order solutions suffer from the problems of the small diviscr and
convergence is quite poor. The small divisor problem here is not merely
mathematical buit arises from the near resonance conditions of the problem.
This is discussed by Schechter and Hollis 3l and by Breakwell and Pringle. 2 2
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Table 1 Coeeficients of first-order'solution

Sum of xlO x10 2  x10-3  x10' 2  x10 2

terms in x cosa x sina x cos2a x sing2a
row

SA -1.745801 0.1458397 0.368662 1.87777914 -2.2473146
B -6.532998 0.0372955 -1.462943 -2.4371739 -2.5699487
C 1.789636 0.0063482 0.024830 -1.3042055 1.4887025
D 19.54382 0.0035895 -0.064632 2.8505752 4.3308594
E -0.5735737 0.758612
F 0.758612 0.5735737
G -0.1521879 -0.393493
H -0.0393493 1.521879
J -3.223166 -0.0363221 -1.027686 -2.220977 -0.6394122
K 3.680373 -0.1026684 0.367632 -0.146962 2.385641
L 4.287914 -0.002455 -0.034200 1.468659 0.3618108
M -11.010034 -0.0036398 0.035087 -1.1852334 -2.7332567
N 0.752317 0.277601
K -0.043827
P 0.277601 -0.752317
K -1.06470
Q 0.038778 1.06190
R 0.106190 -0.38778

Table 2 Coefficients dependent upon the initial conditions

Coefficient is sum of terms in each row

Coefficient times times times timesx Xo YO0

-1.0734247 -1.5954815 -2.5174708

A2 -1.5954815 -2.9615272 2.5174708

B1  -3.1909630 -5.6714422 3.9615168 -1.59E4815

B2  1.8952373 3.1909630 -1.5954815 2.0734144
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Given the first-order solution [Eqs. (7) and (8)) together with
Tables 1 and 2, one now desires to find initial conditions, which
will reduce the maximum excursions of both x and y.

Careful examination of the coefficients of Eqs. (7) and (8) will
show that coefficients E, F, G, and H in (7) and N, P, Q, and R in
(8) are generally smaller than the other a dependent coefficients

/2 222 2 2 2 2
and further, /E + F + G + H and N +p + Q + R are both
small constants, which are independent of the initial conditions.
We thus concentrate on reducing the coefficients of the fundamental

frequency terms in (7) and (8).

Because there are eight coefficients in (7) and (8) which must be
reduced to zero and only five initial conditions, it is not possible
to solve the nonlinear programing problem. However, the numerical
integration results indicate that the x components is always greater
than the y component when zero initial conditions are used. Accordingly,
we first select the initial conditions x0 yI 0 y so that each of
the four coefficients of the fundamental frequency terms in the x
component [Eq. (7)] are each zero. We shall then vary a in order to
make the corresponding coefficients of the y component [Eq. (8)) be
as small as possible.

The four coefficients in the x component may be written in the
following form: Al 4A 4,~. c~- 3 9, 0

4~~~ A ~p ~ ~ 7~/ ,I/4h.f(cX

(.e/4D:~~~. S(~-~/ + 7 1 /.+~ {aok

The C are listed in Table 2, k values are found Table 1 the f (a)n n n
values are listed separately in Table 3. By solving these four equations

(9) for the initial conditions, one obtains the following relations:

-0 0.000043835 - fl(ct) - f3(a) (10)

Yo 0.56827878 f 1 (a) + 0.084836931 f (a)
+ 0.3810187 f 2 (a) + 0.17037141 f 4 (a)A

X0 -0.94572 f 2 (a) -0.31613 f 4 (a) I
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(
=-0.0.0010647183 + 0.40274407 fl(a) + 0.53873657 f3 (a) (10)

- 0.60098844 f 2 (a) - 0.26872918 f4(a)

These are functions of a. For a given value of a one may now obtain
the initial conditions for which all four of the coefficients of the
fundamental frequency terms in the x component [Eq. (7)] will be
precisely zero. The four corresponding coefficients of the fundamental
frequency terms in the y component (Eq. (8)] may be written as follows:

K1 = A2 +J Lx C-c Y+C 3X+k +f (a)1 2 2 o 8yo 3 o 5 5
A A

K2 = B2/p+K = C9/p x+C/P Yo-C 2 /P +io/P o+k6 +f6 (a)

K3=Yo-A 2+L = C2 xo+(C8+ )Yo-C 1 X+f7(a) (11I)
8 9 o7

K4 =(yo-B2 )/q+M = -C /q o-C5 /q y0 +C2 /q x -(C10-l)q )o
A A

+k +f (+) (a

i• Substitution of the initial conditions from Eq. (l0) into Eqs. (11)
• ~gives the y c•omponent coeeficients as a function of a alone. One can i

then determine say !K2 + K2 + K2 + K2 as some measure of the y amplitude.
1 2 3 4 0!

When this mea-ure is computed as a function of q, it is found to have threerelative minimuth points at o = 1330, 2100 and 337t. For these minimal
points one obtains the following initial conditions:
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I ,• • =1330 Xo = -0.00646 O= -0.00385

= -0.01029 y= 0.0126

= 2100 x0 = 000517 y 0 0.00424

= 0.01582 = -0.01016

' Il = =3370 x = -0.01073 Y0 = 0.00211

x= 0.00123 y = 0.01463

With these initial conditions, Eqs. (3) and (4) may be numerically
inteqrated to obtain the solutions shown in Figs. 6, 7, and 8. These
represent further improvements over the best zero initial condition
configurations.

These initial conditions not only reduce the coeeficients of the
fundamental frequencies of the x component to zero, but the rather
amazing fact is that these same initial conditions reduce the
corresponding coefficients of the fundamental frequencies in the y
equation [Eq. (8)] by three orders of magnitude below those obtained
using zero initial conditions. It is not clear why this should occur
and indeed the whole procedure described is completely without
mathematical justification. These nice minimal results are a fluke of
the model.

It is, of course, obvious that such an approach would not even have
been attempted except for the motivating fact that some such dependence
was observed numerically. It is perhaps worth mentioning that such a
large reduction in the y- component coefficients, as compared with the
zero initial conditions,occurs only for certain a angles. Some
reduction always occurs, but it is very much greater at these critical
Sangles.
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Table 3 f (a) functions

f1 (a) = 0.001458397cosci+0.00036866sinca+0. 18777791cos(2cz)

-0. 0224473146sin(2cs)

f() 0.00037295cosa-0.00146294sina-0.024371739cos(2ct)

-0. 025699487sin(2cz)

f3 ) = 0. 00006348cosa+0.0000248sina-0.01304205cos(2ct)

+0. 014887025sin(2ct)

f 4(ai) 0.000035895cosct-0.0000643sina+0,02850575cos(2a)

+0. 04330859sin(2m)

f (a)-0.00036322coscz-0.001027686sina-0.02220977(2c*)

-0.00639412sin(2a)

f a -0.00102668cosa+0.00036763sina-0.0014696cos(2ct)

40. 0238564sin(2a)

f 7(a) = -0.OOOO245cosct-0.0OOO342sinct+0.0146866cos(2ci)

+0. 003618108sin(2a)

f 8(a) + -0.000036398cosa+0.OOOO3509sinc*-0.0118523cos(2ct)

-0.027332567sin(2a)

k -0.00174580 k2= -0.006532998 k 3 =0.001789636

k = 0.0195438 k 5 .- 0.003223166 k6= 0.00368037

k = 0.00428791 k8 -0.01101003
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Using these initial state values, one can once again return to the
original Eqs. (2) and obtain a solution by numerical integration. With
this model the initial conditions can then be systematically varied to
obtain a somewhat better trajectorg. One of the final best initial
conditions was found to be a * 144 , xo a -0.00836, yo - 0.00048668,
x " -0.001155, .o = 0.013594. This can undoubtedly be improved. The

0 0

radial distance from the initial trajectory point is given as a function
of time in Fig. 9. Note that the time scale now extends for more than
one Julian year.

It should be mentioned here that the first-order solution given by
Eqs. (7) and (8) fits the numerically integrated results quite well for
a period of about 90 days after which time it begins to differ slightly.
This lends confidence to the numerically integrated results.

The trajectories and determination of the minimal a values are
sensitive to the mass ratio mE/fmm. The results shown here were computed

for a ratio of 81.45. Figure 10 gives a comparison of the same initial
conditions used to compute the trajectory depicted in Fig. 9 with the
difference that the mass ratio in Fig. 10 was tal'en to be 81.375.

The method used here can be applied to find initial conditions which
reduce ditergent trends as well. As an example Ulshafer used the method
to calculate initial conditions for a - 90 . In comparison with radial
trajectory with zero initial conditions, that having optimum initial
conditions shows quite an improvement. This is shown in Fig. 11.

Model Deficiencies

When we attempt to relate these results to the real world we are
confronted with the alarming deficiencies of our model. The model is
a planar one which is not even dynamically correct. The stability
phenomenon observed in such a simple model is, however, of interest in
its own right and the fact that this same trend is found to exist
qualitatively in the real world is most encouraging. However, the real
world is much more complicated in several important respects and if we
are to find stable trajectories in the real world, we must study other
models. Let us point out some important Offects by citing examples.
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27
In Masters' Thesis by Guffey and McKinley (1962), the authors

used a restricted four-body problem in three dimensions with the
earth-moon plane inclined five degrees to the earth-sun plane. They
found the motion was bounded anid estimate~d empirically that the radial

2
amplitude was given by R a sin (2nt/8T) with T the period of revolution
of the earth about the sun. Actually the period is closer to 8.8T.
Proceeding further they then included the effect of the sun on the orbits
of the earth and moon. This is the indirect effect. Numerically i
integrating these orbits along with the previous equations led to unbounded
orbits. Although the discovery of a few unbounded orbits does not call for
the conclusion that all orbits are unbounded, nevertheless the importance
of the indirect effect is quite clear. The reader is referred to Guffey and

27 3
McKinley and the RAND report of Schechter and Hollis3  for further
discussions of this effect. A good discussion of this important effect has

20
been given by Danby

It should be noted that these indirect results do niot contradict the
remarks made by Brown (Ref. 1, p. 283) concerning the indirect effect of
Saturn upon the Trojan Asteroids. The mass ratios and distances involved
here are decidedly different.

The three-dimensional effect by itself is an impo-tant one, particularly
as a source of resonance (see, for example the discussion of Schechter and

31
Hollis ).In addition, solar radiation pressure will affect small
particles appreciably, although the published results (25, 31, 32) differ'
on the magnitude of the effect. It is not clear whether Refs. 25 and 32
include the effect of eclipsing. It also appears that the solar radiation
effects are likewise sensitive to the initial configuration and this may
account in part for the differences in magnitude of the effect among the
publ ished results.

Thus it is clear that our very restricted four-body model is seriously
defective as a realistic model for the real world. Nevertheless, let us
at least be hopeful and venture into the real world. We shall see that
the stabilizing effect of thp initial configuration manifests itself, but
to date no truly stable real world orbits have been reported. Trajectories
which are started with ai corresponding to nearly optimum values diverge

much more slowly and have a smaller envelope than trajectories started with
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Real World

In order to study trajectories in the real world, a machine program
for the actual solar system is used in which the ephemeris coordinates
of the sun, earth, moon and all the planets save Pluto are given at
discrete time intervals. The resultant force on an infinitesimal particle
is summed and integrated to give its motion in a coordinate system centered
at the instantaneous location of the three-body Lagrange libration point.
The program used is one developed by General Electric for the Aeronautical

17 25
Systems Division and is the same routine employed by deVries and Pauson

25and Guffey and McKinley.

The published results of deVries and Pauson show the inititt
configuration effe:-ts. Figures 12 and 13 show real world trajectoiins
for the configurations of new moon and last quarter.

33
Tapley and Schultz show the same initial configuration effects,

however, they have not included the ve.. , Important indirect effect
mentioned before and therefore their results are not representative of
real world conditions. As we discussed previously, the earth-moon ratio
affects the actual value of the optimum a angle. Reference 33 uses a
r•ass ratio of 81.51.

Figure 14 is drawn to show the relative effect in the real world.
The envelopes indicate roughly the maximum excursions up to the time
indicated. Figure 14 corresponds to the case shown in Fig. 13. Using
the real world computer program, Robert Highfill of our summer.staff
computed some more nearly minimal trajectories. One of these is shown
in Fig. 15. It appears possible to improve this real world trajectory
by proper selection of initial conditions. Note carefully that nothing
can be said here about long term stability.

Because the real world motion is not planar, there is great difficulty
in computing proper initial velocity conditions which correspond to the
very restricted four body model. The trajeci;ory is very sensitive to
these initial velocity values. For this reason the configuration affects,
per se, become difficult to discern but the qualitative effect is there.

The particle is located on the graph of Fig. 15 by computing its radial
distance from the earth and again from the moon. (his value is then
divided by the instantaneous earth-moon radial distance and the result is
plotted in Fig. 15. It represents the three-dimensional deviation of the
particle from the instantaneous three-dimensional location of the old
Lagrange libration point.
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Summary and Conclusion

The sun is not just a small perturbation on the restricted three-body
problem but changes the very qualitative nature of the solution even in
the very restricted four-body problem. The use of the over simplified
very restricted four-body model has shown that a proper initial configuration
leads to stable trajectories about the old libration point in a certain
sense. The real world exhibits the same qualitative initial configuration
effects but completely stable real world trajectories still eludes us.
This, however, does not justify the conlusion that they do not exist.

The history of the study of stability in the earth-mootn-sun system is
an interesting one. It began with an oft referenced but apparently seldom
read report by Sehnal. 14He assume the earth, sun, and moon all revolve
at the same angular rate. Hardly a realistic assumption. He then made a
mistake in applying the perturbation analysis and compounded it with an
algebraic sign error. Accordingly one can surely question his conlusion
that this shows the sun causes instability. In fact, with his variational
equations it is possible to obtain an analytical solution by means of the
LaPiace transform and the"eby show that his model is stable under all
conditions.

31
The conclusion of Schechter and Hollis that "the results raise

serious doubts concerning the particulate clouds," is based on the a - 0
configuration with zero initial conditions. From the results of this
paper one may at least modify the statement from "serious doubtsf3to at
most some doubts still exist. ..As was aptly demonstrated by Rabe in his
comments on some results of Thuring, a hat full of numerically unstable
orbits does not imply anything about the stability of orbits about the
libration point.
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THERMAL DISSOCIATICN OF DIAMUC MODBLZS

W. F. Bailey and A. Garscadden
Air Force Aero Propulsion Laboratory
Wright-Patterson Air Force Base, CH

A discrete collisional theory of dissociation under equilibrium and
nonequilibrium conditions using a quantum kinetic approach to molecular
energy transfer was investigated. The kinetic equations for molecular

dissociation in a pure diatcmdc gas and diatcmic gases in the presence of
an inert diluent were formulated and solved. The incubation tine was

calculated and exhibited good agreement with experimental measurei.3nts.
An analytic steady state form for the vibrational population and

dissociation rate was developed which agreed with the tine-dependent

calculations. It was determined that rotational states play a significant

role in the dissociation process aid that the standard ladder model is

inadequate. Wnen rotational effects are properly included in the analysis,i

good agreement with experixmntal data is obtained.
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Thermal Dissociation of Diatomic Molecules

W. F. Bailey, A. Garscadden

The topics of dissociation and energy transfer where N1.is the concentration of molecules in state I,
embrace many physical phenomena and have direct appli- and the R's represent generalized rate coefficients for
cation to a wide variety of technical fields. Gas the population or depopulation of state 1. This set of
temperatures of a few thousand degrees Kelvin are equations is commonly referred to as; the Master Equation.
encountered in the operating environment of re-entry In principle, the rate of molecular dissociation could
vehicles, rocket engines, and hypersonic aircraft. be calculated by incorporating the JAtailed mechanics
The need for a detailed understanding of the processes of the molecular collisions into the generalized rate
and phenomena associated with these environments has coefficients and solving the resulting set of equatior,
spurred interest in the chemical kinetics of dissocia- for each and every state. However, the aim in this
tion and recombination of molecules. analysis will be to obtain a simplified Master Equati

while retaining only those physically important mecha-
While numerous studies of energy transfer and nisms required to understand and describe the process

dissociation in diatomic molecules have been made, of dissociation. To that end, the following physically
recent measurements of dissociation (Refs 1, 2, 3) realistic assumptions were introduced: 1) the transla-
and relaxation rates (Refs 4, 5, 6, 7) indicate sub- tional and rotational de rees of freedom are in complete
stantial deviations from previous theories. This Boltzmann equilibrium, 2? the molecules in each vibra-
study establishes a consistent, discrete collisional tional state are treated as separate species, 3) only
theory of thermal dissociation. A variety of gases is single quantrm vibrational exchanges occur, 4) the
examined over a broad temperature range using both a molecule is treated as a Morse oscillator rigid rotator
time-dependent and steady-state analyses. Rotational system.
effects have long been invoked as leading to enhanced
dissociation, but few in-depth and extensive analyses Much of the dissociation data from shock tube
have been performed. We, therefore, evaluate the experiments has been obtained for gas mixtures in which
contribution of the various degrees of freedom in various diatomic species are highly diluted in argon.
modifying the collisional activation process and deter- This is an extremely simple physical situation from a
mine to what extent rotation alters the calculated collisional analysis viewpoint, in Lhat collisional
dissociation rates. exchanges are limited to vibration-to-translation, V-T,

exchanges with the argon buffer. Under these conditions,
The dissociation of diatomic molecule, A2 , can be the Master Equation for a given vibrational state

represented as a simple collisional process reduces to
k d

kd A M pvl,+ N v o -l V -Nv(pv,v+ + v~ -)
A2 + M 4 A + A + M (1) vv+I~v+l'vv'I~v-l, l+v'v-l

k r -M dkr Nvv v =O,l,.... v* (4)

The rate equation for the reaction (1) takes the form

with Pv+1,v(sec l)=ZMPv+-,v-V-T transfer rate for v+l+vd[A 2] vIVvlv

A l d [kd[A2 1 - kr[A]1) [M] (2)
Pv.i,v(sec )-ZMPv,v+I1V-T transfer rate for v-l•v

where the number densities of the particles have been 1(sec-l)dissociation
denoted by their symbols. In predicting the dissocia- dvrate out of level v
Lion reaction rates from the properties of the react-
Ing molecules and/or atoms, one is concerned with the Zr~prese ts the gas kinetic collision frequenc 3
evaluation of the dissociation rate coefficient kd. (cm sec- ), M the buffer gas number density (cm

kh through the law of mass action. r iand Pi j the VT exchange probability for a transition
td from siate i to state j. The vibrational quantum num-
ber of the highest, bound vibrational state is denoted

The physical system under consideration is that by v*.
of a diatomic gas highly diluted in an inert gas,
such as argon. We will model the dissociation of For the case of a highly diluted gas mixture the
diatomic gases as observed under typical experimental formal solution of this linear set of coupled differen-I; conditions in shock tube studies. Under these condi- tial equations is well known, in terms of a series of
tions, the shocked gas is suddenly raised to a high exponentials in the eigenvalues (Ref 8). Numerical
temperature and maintained at constant volume. In our procedures can be utilized to determine the roots of the

0 model analysis, chemical reactions other than dissocia- (v*+l)th order polynomial. However, we attack the
tion and recombination wil' be excluded, general problem with a numerical integration of the rate

The dissociation process is governed by a set of equations. This time dependent approdch is then comple-

coupled, nonlinear differential rate equations for mented by two independent steady state analyses.

each of the internal molecular states as well as the Recognizing the sziff nature of the set of simul-
continuum. Formally each state population is governed taneous differential equations, we have selected the
by an equation Gear (Ref 9) integration technique for their solution.

This multistep, implicit, stiffly stable scheme utilizes
dNA • "•" ;: "i:k a predictor-corrector technique to perform the integra-

1,jk Rj':lN"J " i,j,k 'I 1NN (3) tion. The predicting technique, ensuring stiff
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stability, is coupled to a correcting scheme that of excited vibrational states is assumed to occur
utilizes the Jacobian to accomplish timp step primarily through single quantum exchanges. Dissocia-
adjustment. tion proceeds only from relatively high lying vibra-

tional-rotational states.
An analytic steady state solution of the coupled

equations (Ref 10) yields The first model, the standard ladder model, has
,[di-c]Nli been used extensively in time-dependent ,nd steady-

5r state analysis of dissociation. The model can be
t- 3v P v,v-I a typical potential energy diagram. Superimposed is

with oc characterizing the self-similar form achieved the vibrational energy structure. During the relaxa-
withe vichracteiiongl disthu i lr ftion process, the molecules are excited to higher and
by the vibrational distribution higher vibrational states and dissociate upon making

a transition to the pseudolevel designated by the
"N v constant v ,0,1,..v* (6a) dashed line. Rotational structure is not considered

; -- in this model.

Figure lb shows that the potential energy curves
ry - B(v'E l)of a diatomic molecule actually depend on tne rota-

-(E - tional quantum number, J. The potential for J-0 is

shown in the dashed curve. For the higher values of1-(kT)"l J, shown in solid lines, the potential well depth is
reduced, and the minimutiis t•ifte4 tu h,14get inter-Ev -energy associated with vibrational energy nuclear seprration. Iun ,-ddition*, a rotational or

level v centrifugal barrier arises. This barrier is Usually
of sufficient height to result in the formation of one

k - Boltzmann's constant or more quasi-bound states which are metastable with

T -gas temperature (6b) respect to the normal dissociation limit for J-0.

Observe that the dissociation process causes the
vibrational distribution to deviate from the equilib-
rium distribution. This deviation, termed dissociation . s -...
induced vibrational depletion, results in a reduction
in the dissociation rate below the value that would " '
be obtained if equilibrium were maintained. The extent " ,/
and character of this departure is dictated by the
behavior of the summation term in (5). This term is , .' /
controlled by the transfer rate, V-T, and the magnitude ,.,. F.j
and bias of the dissociation rates, d . Equation (5) F•" ." F"""

is a stable representation of the vibrational distribu-
tion amenable to rapid solution using iterative tech- The two models describing rotational effects
niques. For a specified set of V-T rates and any differ only with respect to the form of the assumed
distribution of dissociation rates, we car use the vibrational rotational coupling. The first rotational
steady state form of (5) to calculate both the vibra- model, designated the uncoupled model, treats each J
tional distribution and the steady state dissociation value as a distinct molecular species with its own
rate. vibrational ladder. In contrast, the second rota-

tional model assumes that different rotational states
An alternate steady state solution, based on the are closely linked or strongly coupled to a given

approach of Nikitin (Ref 11) has been developed vibrational state. Under this model, designated the
(Ref 10). This solution yields an analytic form for coupled model, dissociation proceeds from the last
the dissociation rate and does not require iteration, bound rotational state of every vibrational level.
However, no information regarding the vibrational
distribution is obtained. This approach yields: When treating the rotational models, two types

of vibrational-rotational transitions will b? con-
sidered. These transitions, type A and type C, are

kd ' ;* Z the most efficient from an energy requirement stand-
_e_ _i • e__Es (7) point and can be handled within reasonable computer

t-1 EP - . storage requirements. An A type transition requires
that the molecule surmount the rotational barrier,
Figure la and lb, while a C type transition is an equalHaving developed the formalism and numerical energy transition (eat) involving the simultaneous

approaches required for time-dependent and steady-state reduction in J and increase in v. The C type process

solutions of the Master Equation, we introduce three is not the same as barrier penetration, P, Figure lb;
models of collision induced dissociation. The time- it does have a similar effect. The rotational barrier
dependent solution is then used to examine the temporal is lowtred below the final vibrational state and
behavior of the dissociation process, assess the degree dissociational occurs. If this process is very
of vibrational dissociative coupling, and validate both efficient, it will proceed in a cascaded fashion to
steady state analyses, successively reduce the rotational barrier height lead-

ing ultimately to the effective disappearance of the
All three dissociation models are based upon the barrier as depicted in Figure lc. The importance of

ladder climbing model, the differences being in how type C collisions, especially for heavy molecules,
rotational affects are treated. The nssence of the which was intuitively argued in the past (Ref 12), has
ladder model of dissociation is the stepwise excitation been confirmed by recent trajectory calculations
of a molecule to n dissociating state. The activation (Ref 13).
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Prior to presenting a detailed rate/model compari-
son, we illustrate the typical time profiles of the
molecular and etomic densities for a shock heated gas,
Figure 2. We have adopted this data from the calcula- RESULTSOFTYPICALTIME oEPOWenN
ticns of Fisher (Ref 14) and Bauer and Hilden (Ref 15). CALCULATION
The solid lines represent the molecular and atomic
densities. Superimposed on the plot is the unidirec- T. am I
tional flux coefficient, kd, where

SdvN (t)
k a Vkd .V*vO"

E Nv (t)

Note that the dissociation process can be divided into
three characteristic time regimes: (1) the vibrational
relaxation regime in which the molecule is "heated"
through collisional energy exchanges and where insignifi-
cant dissociation occure, (2) the quasi-steaty-state
regime (Q.S.S.) which onsets at the incubation time,
• c, (3) the chemical equilibrium regime where atomic
an; molecular concentrations have achieved their ENERGY Ev/Do
eqit.brium values and state populations are Boltzmann.

The relaxation/excitation of the vibrational FiG.3 Time Dependent Results for O-Ar
distribution and the temporal evolution of the dissocia- (l .It olm" t"latl•-)
tion reaction shown in Figure J, were calculated through

a numerical integration of the coupled vibrational rate
equations using the SSH exchange rates as modified by
Keck and Carrier (Ref 16) and fitted to the data of higher temperatures the calculated incubation times
Millikan and White (Ref 17) and of Hancock and Smith were too long. This disparity may be attributed to
(Ref 18). the increased importance of multiple-quantum transitions

at these temperatures. Wengle's analysis (Ref 21),
dashed curve, establishes what may be considered to be

an upper bound to the magnitude of the effect of theseSprocesses.

1- INOUCTIO1N T IMES
o A\ IN OXYHEN-FIRSON

S1015 - H . nr Inn

\ ,

j01A4 - ITIE RE IM

•'00 00 J.
TI rhE N 0 0

FIG,0. ITme volll -and Un,-lrtllnal _lu_ Il-_ _ i * IN I

These results established the existence of the quasi- FIG.4 Induction Times In• 02-Ar
steady-state vibrational distributi on and validated
the steady-state calculations. They also defined the
extent of vibrational depletion resulting from vibra- Let us now compare the dissociation and recoad•Ind-
tional dissociative coupling, and idenlified the tion coefficients calculated for the three different
associated incubation time. A compoarison of the models: 1) the standard ladder, 2) coupled rotational,
calculated incubation times with the experimental data 3) uncoupled rotational, to the experimental data for
of Watt (Ref 19) and Wray (Ref 20) is presented in mixtures of a diatomic gas highly diluted in argon.
Figure 4. The results hav@ been normalized to an Within the rotational mod(els, the influence of the two
argon density of 1.28 x 10 Il cm- 3. Good agreement types of vibrat'onal rotational transitions, A and C,
is obtained from 3000°K to IO,O000K; however, at will be assessed. Calculations were performed for H2,

0z N2 , Br 2 , CO, and 12. The results presented here
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for N2 and 12 are representative and illustrate the
failure of the standard ladder model, the enhancement
resulting from rotational effects, and the importance
of equal energy transitions. JUDINE

A comparison of experimental and theoretical ii-q 4

values for 42 is presented in Figure 5. The standard
ladder, nodel L, is over a factor of 10 low. All of
the rotational models: 1) coupled, Type C, CC;
2) coupled, Type A, CA; 3) uncoupled, Type C, UC; I-IS
4) uncoupled, Type A, UA; yield a rate enhancement and -4
improved agreement with experiment. As the molecular
weight of the diatomic gas increases the standard
ladder results more severely underestimate the dissocia-
tion coefficient, being over a factor of 100 too low in -
Br2 and 12. The inclusion of equal energy transitions
(type C) leads to a substantial enhancement of the
dissociation rate. This is especially marked in 12,

Figure 6, where the rate constant is increased by I-t'
almost an order of magnitude. o aritt4 ire ioo

We conclude that the standard ladder model is j

inadequate, yielding rate coefficients that are 7 a
unacceptably low. Wher, rotational effects are included, 1 n i
better agreement with experimental data is obtained.
The comparison becomes very good when equal energy FIG.6 Dissociatiom of Iodine Diluted In Aram
transitions involving quasi-bound vibrational rota-
tional levels are included, curve, incorporating eat's, exhibits a stronger tempera-

ture dependence than the UA curve, and yields sub-
-~ - ~stantially better agreement with experiment. This

behavior suggests the eat's play a major role in enhancing
N I TRE]EN the reaction rate. The magnitude of this enhancement

* increases at lower temperatures. The predicted rate
coefficients for 12 confirm the elt trend established in
N2 and also evident in Br2 .

NITRDEEN

• "..

M '0 drC5 CTP

w-Is

.4X 10 105 1
'•i" ~FIG.5 Atheius- Plot of Nitrogen Dissociation a 'q "•

We have also examined the recombination coeffi-
Scent, kr, that would be inferred from the dissociation
cofflcient togh the equilibrium constanto This
aspect elucidates the pre-exponential temperaturetdependence of the dissociation coefficient and expands 16-39 --

the temperature range for available data comparisons. " 10 104
When considering recobnation, we will examine only 1 T

the UA and UC models, since these models behaved
similarly to the CC and CA models differing mainly in FIG. 7 NS Recombination Coefficient
magnitrude.

illustrated in Figure 8 are the point data of Porter

The predicted kr's for N2 and 12 are coinmpred and Smith, Ref 27. at low temperatures aloi-g with the
with recombination coefficients inferred from high data of Bunker, Ref 28. The high temperature data are
temperature dissociation rate measurements and direct those of Britton et al, Ref 29, and Troe, Ref 30. The
rate measurements in Figures 7 and 8. The agreement eat rotational moMi0~t only yields a more reasonable
obtained in N2 is good. Figure 7 illustrates the magnitude for the rate coefficient but yields a towera-
comparison with the 1ow temperature point measurements ture dependence consistent with the data over the entire
of Campbell and Thrush (CT), Ref 22, and Clytje and temperature range.
Steadman (CS), Ref 23, and the high temperature data
of Appleton (A), Ref 24, Byron (b), Ref 25, and Cary, To summarize, we have shown that the standard, and
(C), Ref 26. Observe that at low temperatures, the UC popular, ladder model is inadequate to describe
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VIBRAT.LUN ANJ'LYSIS OF A SPINNING DISK USING

IMAE DEROCATED QEWGRAPHIC INERFER1 TRY

by
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k The present work reports on the application of image derotated holo-

graphic interfercmtry to study the resonant response of a rotating steel J

disk at speeds up to 8000 RPM. The rotational notion of the disk is

optically reoved by passing the image of the rotating disk through a

prism that is traveling at half the rotational speed of the disk. Off-

axis double-pulsed laser holography is then used to record the disk

resonant vibratory response. The first five diametrical nodes and one

ccmplex mode of disk vibration are obtained at various RPM. The effects

of disk imbalance, misalignment of optical and mechanical axes of rotation

and system-excited modes of vibration are also addressed. Selected

experimental results are coirpared to those obtained using finite elewnt

analysis. i

I
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Vibration Analysis of a Spinning Disk Using
lmage-derotated Holographic Interferometry

A disk rotating at speeds up to 8000 rpm Is analyzed for Its resonant
modes of vibration as a function of rpm using pulsed-laser holography in
conjunction with an image derotator

by J.C. MacBain, J.E. Horner, W.A. Stange and J.S. Ogg

ABSTRACT--This paper reports on the application of image- removing the rotational motion of a disk by passing the
delroltaed holographic interferomotry to s;tudy tile resonanit image (if the rotating disk through a prismn that Is rotating
response. of a rotating stool disk at speeds up to 83000 rpm athltedsksnulrvocy.1hpimhste

L Th roatinal otin o th dis isoptcall reove by effect of' causing the disk image to rotate In the opposite
passing the image of the rotating disk through a prism that is
traveling at hailf the rotational speed ot thle disk. Off-axsis sense and at thle same speed as the actual disk, thus
double-pulsed, laser frofography is then used to record the disk cancelling out the rotationill motion, Standard double.
resonanit-vibrafory response The firs, live diametrical modes pulsed holographic interferometry can then be uised to -
Ind one complex mode ot disk vibration ire oblaiiied at various record the rotating disk's resonant response, The successful
rpm The ettects of disk imbalance, mrilsalignment ot optical application of the Itnage-di:rotator technique 'was first
and mechanical axoG of rotation arid Sysfeinexcilod mrodes deraunst rated by Waddell' wicn he carri~d out a photo.
of vibration are also addiassedl Selected e,~perimeiital results elastic analysis on a spinning disk, In 1977, Stetson and
aro compared to those obtained using finite element analysis. IUlkins'' successfully developed and utilized a highly

Introdctionsophisticated image derotator to carry out holographic
Introdction nterferomnetry on a spinning disk, This study reports on

The truturl dnamc rspose f' ladd dsksrottin thie application oif the image-derotator system designed
athig strcera dyn lroram iir repo se bena o bjedecds t rotain built by Stetson and Elkins to the structural dynamic

at hgh pees i iuromahinr~ as ben ti bjet ~ analysis of a disk rotating at speeds up to BO00 rpm,
stud beinnng iththeadvet o li stam urbne. An internally clamped annular disk was rotated at

Blade-disk structural dytiamics plays at particularly speeds ranging from 20MX to 8000 rpm while Its resonant
important role in today's advanced turbine engines because moeofvbtinwr chdungneltoant
of thle emnphaiso lih-igt hig-teghbaded driven by an oscillator. Using the image derotator in
disks. [hle comrinirat ion of light .weighl disk% and lo%,,- conjunct ion with a double-pulsed ruby laser, the first five
aspect-ratio blades greatly increases thle chance for strong imriamoeadoncmpemdefvbatn

ciraoupr bld-ds airtonp omna dyeo were determined ror spvcified rotational speeds.
4 vibator response that is highly complex in natur 'Tdilhe resulting holographic interferograms were typically

is often diffticult to charaitctri/e uising standard straiti-gisge quite good in quality normally having 4 to 5 bias fringes
technitues. This difficulty~ is, (Ic to thle fact that si ratin- across thle unexcited disk surface, a bias fringe being
gage dat a are iocatlized, beinrg limitied in nuimbter and area repi esentar ivt ot' thie optical and mechanical misalignment
of, coverage of rile btadied-disk systetn. ]'he vibration oft bretween thle disk and derotator axes of rotation.

suchsysems s hghl comlexaridoftn tonsyimeric White the derotator operated quite well at high rotational
in nuree.ydvllc ehiu htsosgetpols speeds (approximately 8000 rpm), it was rountd that the

Ao restldyidn elpg ther chturiqu thnati rshows gea promaise elec . romagrietic excitation could be overpowered by the
forjcs studigtic astructura dyssi niamicresotsed holoroathing excitation forces getnerated by the disk drive motor and

objcts suh a bideddissis mag-deotaed olorapic shalt rotordynamics, a phenomenon verified by spectrum
intrirferotnetry. The technique consists of optically analysis oft the drive system. Hence, care had to be

exercised in order to get pure disk mode shapes as opposed
it) modes excited by the rotor systetm,

Vie work represents a successful first-phase effort that
i.C. AMac-HugilK Jil Hrner and it.A. Staingi arc- lPraijct EMIttln IIc'I hitr,' will eventutally be addressing coupled bladed-disk vibration
Air lccrcc, erii l'rcqpumiwfl ahcralwvr, Iurhim,' ltitinrc Dijvalot, HI - rxin phenonmena,
Paltt~rot .1/ft. Oil/ 4.14.?.C i.s. ()gm i% Pro/roc Ffnv~nn'r withn ti,
AleronaucticalI Sniitc'i 4 /yi cm n, .Stncratrcl Iui,'jhii , Iivcivgn, Wigrjht
[Witnto'r~lc A O4ft il 494Jr? Experimental Setup and Procedure
PaUpvr wa' ,'re~entcd at 1978SS ./.1Sprinv Mi-c'tinit heldIiin It ichirita. AS wtr
Ala W / 4.A, The experimental setup for carrying out image-derotated
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holographic interferometry on a rotating disk is shown in the derotator. This is compensated for by converting the
Fig. I. The light from a Q-switched, double-pulsed, ruby linearly polarized light to circular polarized light at the
laser (Apollo Model 22HD) is divided by a 30.50 beam derotator entrance using a quarter-wave plate and then
splitter and illuminates the disk via a mirror system M,, converting back to linearly polarized light at the derotator
and, by virtue of the retroflective paint on the disk, is exit using a second quarter-wave plate. Secondly, while
reflected back along the same path where it is reflected by the image of the rotating disk is held stationary, the
the beam splitter through the derotator to the holographic linearly polarized laser beam is not and, hence, rotales at
film (Agva-Gevaert 10E75). The reference beam is reflected the disk angular velocity relative to the derotated image
by the 50-50 beam splitter to Mirror M, and on to the of the disk, This could present a problem if the disk were
holographic film via Mirror M1 . allowed to rotate 90 deg between the two laser pulses.

It is Important to note two factors' that affect the This was easily overcome in the present study by keeping
execution of holographic interferometry with this system, the laser-pulse separation to less than 50 As. This amounts
First, the reference beam does not pass through the to less than 3 deg of disk rotation at 10,000 rpm,
derotator and, hence, remains linearly polarized throughout The derotator in Fig, I consists of a folded Abbi prism
its travel. The object beanm, on 'he other hand, undergoes placed inside the hollow shaft of a brushless d-c motor. A
a change In polarization because it passes through the code wheel (not shown) is attached to one end of the shaft
image derotator. As noted by Stetson,' a half-wave and positioned such that its coded portion (alternating
retardation takes place as the object beam passes through opaque and transparent circumferential aegments) passes

through an LED pickup that monitors the derotator
rotational rate and phase. The electronic signal from the
derotator is compared to the signal received from a code
wheel on the rotating disk shaft, The derotator control

IASI 0unit then adjusts the voltage to the derotator motor such
that its rotational rate Is half that of the rotating disk and

, , •is phase locked with It, Continuous motion compensation
LAWER r... , of the rotating disk is thus achieved. The above represents

a brief description of the derotator design, A more
complete discussion of this and the necessary procedures
for disk-derolator alignment procedure Is presented In
Ref. 4.

- ~ I W~D~OWS The disk was driven by means of V4 HP tool-post-grinder, UN motor connected by a belt to a two-bearing Internal
, • ,,,....""",, grinding spindle. The disk was attached to one end of the

,". . .-- .[spindle and the disk-code wheel to the other end, This
drive system was more than adequate to achieve a true

Fig. 1--Experimental setup for Image-derotated holographlc center of rotation of the disk, a requirement necessary In
Interferometry (CW-code wheel; M-mirror) order to provide continuout alignment between the disk

axis of rotation and the derotator optical axis of rotation.
The rotational speed of the disk was controlled by means
of a simple rheostat.

While the disk was either rotating or stationary, It was
~ excited into one of' Its resonant modes of' vibration by an

electromagnet or siren (denoted as 'disk exciter' In Fig, I)
placed at sotnie point on its outer circumference, A
stationary vibration pickup, typically a capacitance probe,
was placed near the disk's back face and used to detect
the resonant condition, Upon detection of a resonant
response, a holographic interferogram was made of the
resonant.mode shape and its natural frequency and d',k1 Nr lu of ,= pmo were recorded. In this way. the disk's resonant response

Fig. 2-Time-average holograms of resonant mode shapes as a function of excitation frequency and rpm were
IN, 2N and 3N for the stationary disk determined.

Prior to recording double-expusure holograms of the
disk resonant response under rotating conditions, a
double-exposure hologram was taken of the rotating disk
without any resonant excitation. This was done in order
to check the optical-mechanical alignment be;ween the
disk and derotator axes of rotation. If the disk's mecluhical
axes of rotation are not collinear with the optical axis of
the derotator, a double-exposure hologram will yield a
raster of parallel fringes across the disk surface whose
spacing is proportional to the misalignment of the two
aforementioned axes of rotation, If the spatial frequency

of this fringe spacing is of the same order as that of the
'• ,= ncrmal-displacement fringes resulting from resonant

excitafon, a confusing double-explosure hologram will
Fig, 3-Timeoaverage holograms of resonant mode shapes result, Hence, care was taken to properly align' the optical
4N, 5N and (2N, IS) for th6 stationary disk axis of rotation of the derotator with the mecharnical axis

643



of rotation of the disk. With the system properly aligned,
a double-exposure hologram of the rotating disk with no
resonant excitation would typically have four or five
parallel interference fringes across its surface. This degree
of alignment was more than adequate to achieve distinctly
defined resonant mode shapes under rotating conditions.

The disk in this study was made of 1018 cold-rolled
steel, was .0625 in, (1.587 mm) thick, 10.0 in, (254,0 mm)
in diameter, with P 1.0-in. (25.4-mm)-diam :enter hub %
that was 1,0 hit. (25.4 nim) thicv, The juncture between " F,
the cer.te" hub and disk :,urface was joined by an .0625- .
in, (l,.9-mm)-radius fillet, The center hOb had a .500-in.,
(12.7'-mm)-dlam hole bored in it for sliding onto the
half.inch.diam shaft of the drive spindle. The disk was
thOwn butted up against the drive spindle lip by applying 3'-
I(X-ii,-lb (11.3 N-m)-torque to a 3/8 in.-16 NC nut.

Uxperim ntal Findings and Analysis ,0

In order to have a reference for the disk mode shapes
obtained under rotating conditions, the first five diametrical
modes of vibration, (IN, OS) through (SN, OS), and the
second coupled mode of vibration (2N, IS) for a stationary
disk fixed at its center were determined by means of time-
average holography, In classifying the different disk modes IN
of vibration, 'N' refers to the number of nodal dianmeters
and 'S' refers to the number of nodal circles not including
the inner fixed boundary, Except when noted, the 'OS' ,
part of mode notation shall be implied in what follows, 06 20 0 .0 ,0 10.0

Figures 2 and 3 show the six resonant modes des.ribed UisK SWWI. n, RPM ,tO4

above obtained using siren excitation and a standard oft-. F:4 4-Resonant-excitation frequency as a function of
axis holographic setup with a 50-mw HeNe laser (Spectra. disk speed, modes IN, 2N and 3N
Physics 125A). Because of the disk's high degree of radial
symmetry, the nodal-line orientation was governed
primarily by the location of the siren excitation, IThe siren
had a IO-in. (25,4-mm)-diam opening so that its point of
excitement could be localized to approximately a IO-in. MI.

(25,4-mm).diam circlel, Each mode of vibration actually
consisted of two pairs of' resonant frequencies and mode 5/ N

shapes; only one mode of' cacti pair is shown in Figs, 2
and 3, The disk's normal displacement relative to its w,,.
thickness was such that nonlinear effects could be avoided,

Tihe mode imir's were essentially the inverse of' eacht
other with the nodal lines of one becoming the anti-nodal
lines of the other, Their resonant I'requencies were separated '
by .5 to 1.5 Hi., The s•,all difference in the natural , H
frequency for each mode pai' is indicative of the high ,
degree of radial symmetry present in the disk's mass and =.
stiffness characteristis,, In the case of a disk with perfect
radial symmetry, it can he shown that cacti of' the mode
pairs will degenerate to a single-mode shape and corres-
ponding resonant frequency.'

Before discussing the test results ol' the disk resonant
response wnder rotation conditions, it is instructive io
look at the equations describing disk resonant response F, "
uinder nonrotating conditions resulting from a nonrotating 5
force varying sinusoidally in time, P cos wt. The normal
displacement, W, for a stationary disk vibrating in its
nth diametrical mode shape can he represented by

=,oN
W(Ou,.) = A sin n 0. cos p.t (I)

where p. is the resonant frequency of the nth mode, 0, is
the absolute angular coordinate, and A is the resonant ____.......____

amplitude. The resonant amplilude is sonic function of 2, ,0 4" 0 *- ' " 1.. 0
the disk radius, r, and is proportional to the niagnitude of 0tsK 5eEE'. n, RPM .t04

excitation fort:c, P. Since eq (I) represenis a disk resonance, Fig. 5--Resonant-excltation frequency as a function of
w = ±1)., disk speed, modes 4N and 5N j
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Using a trigonomet~ric identity, eq (I) can be put in the
form

S0 - pt) + !A-sin(n 0 + p.,t)

(2)

Now for a disk rotating at an angular velocity, (, the
absolute angular coordinate, 6O, is related to an angular 202 Hz 51 liz 399 Hz
position on the disk, 0, by 0. = 0 - iII, Equation (2) 444RP0W 2740 RPM 2020 RM
thus becomes

Fig, 6-Double-exposure holograms of disk modea IN, 2N
W(8,t) =Asintn&_(p.+ nl)t.+Asinln0+ (p.-On)tj and 3N at specified excitation frequency and disk speed

(3)

Looking at eq (3), it is seen that for the case of a rotan'.g
disk, resonance occurs when the excitation frequency, w,
is such that w = p. ± n 0, Two excitation frequencies
will excite the same resonant mode. In other words, at a
specific disk speed, the 2N mode of vibration, for example,
will be excited into resonance at two different excitation
frequencies, one that is 211 greater than the 2N natural
frequency and one that is 211 less than the 2N natural
frequency, Figures 4 and 5 demonstrate this phenomenon 1tý6 11 1193 Nz 937 H1
for resonant modes IN, 2N, 3N, and 4N, SN, rspectively, 7920 IM Ilia RM 4140 RPM

Shown in the figures is a plot of the frequency of an Fig. 7-Double-exposure holograms of disk modes
electromagnetic exciter required to generate a resonant 4N, SN and (2N, iS) at specified excitation frequency
disk mode as a function of disk speed. The data points and disk speed
represent a maximum response indication from a capacitance
probe placed near the disk's back face (see Fig. I,
'Vibration Pickup'), The curve joining each set of data
points is a second-order least-squares fit. As discussed
above, the upper curve for each mode of vibration is a
plot of p. 4 n 0 and the lower curve that of pm - n It.
As the disk speed decreases to zero, the upper and lower
branches of the excitation frequency converge to the
corresponding resonant frequency for the stationary disk.
The dashed lines in Fig. 4 represent extrapolated data and
show the 2N and 3N modes crossing the abscissa at 5600
and 7600 rpm, respectively. At these points, a resonant
mode can be excited by a stati,' force. This would be a
particularly dangerous region ot operation for a turbine-
engine disk sinec a circumferential varialion in the existing
pressure field could generate a resonant response. In terms
of the so-called 'Campbell Diagram' used by turbine
engine designers, these two points correspond to the disk
speed at whic., the 2E and 3E engine orders of excitation
(two and three static-pressure pulses per disk revolution)
intersect the 2N and 3N disk resonant modes of vibration, Fig. 8-Distorted resonant disk mode at
respectively, excitation frequency of 765 Hz and disk

Figures 6 and 7 show the same disk resonant mode speed of 3210 rpm
shapes that were obtained under stationary conditions
(Figs. 2 and 3) obtained using image-derotated holographic
interferometry at specified disk speeds, The mode shapes
shown in the figures are double-exposure holograms made P 5 - 50= 1193 - (5) (3910)/60 = 867 Hz.
using the pulsed ruby laser with a pulse separation of
20 As. It is seen that the fringe contrast is quite good and This is an increase of 18 Hz over the 5N natural frequency
almost entirely proportional to disk out-of-plane dis- for the nonrotating disk, Note that Fig. 7 shows the 4N
placement with very little distortion introduced from bias mode shape obtained while the disk was running at 7920
fringes caused by opto-mechatiical misalignment. Each rpm. The very minor contribution of bias fringes, i.e.,
mode shape in Figs. 6 aud 7 corresponds to some point the two fringes running approximately across the disk's
on one 'of the excitation frequency-disk speed curves in diameter, demonstrates the stability of the system even at
Figs. 4 or 5. For example, the SN mode shape in Fig. 7 speeds near the upper design limit of the derotator
was excited at 1193 Hz when the disk was rotating at (10,000 rpm).
3910 rpm, This point lies on the upper branch of the SN Figures 6 and 7 show modes of vibration that aie fairly
curve in Fig. 5. The actual natural frequency for the mode pure in their nature, i.e., mode shapes characteristic of
at this rpm would thus be • classical disk-vibration theory. Disk mode shapes were
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Fig. 9--Disk resonant frequency as a

3.o function of rpm or 3N mode

0*o . S ii '* 4" I.s e',s ?' s'. m •t o.o o~ r'. I owl "Ms" .. .. .

DISK 011 V, 0, RPM ltO4

portionally in order to avoid 'wash out' of the holographic

fringes from too large a disk displacement.

Finite-element Model of Dtsk
A paiallel study u- iog finite-element analysis waks

carried out in order to provide an analytical check va ýhe4
effect of centrifugal loading on the disk's resonant
frequencies, The general-purpose finite-element computer
program, NASTRAN (Rigid Format 13) was used wo
compute the natural frequencies and mode shapes of the
disk. Figure 9 shows a plot of the disk 3N resonant
f'equency as a function of RPM. The experimental
resonalit frequencies lie approximately 4 percent below
those computed from the finite-element model. This can
be attributed to differences in boundary constraints
imposed on the finite-element model and the experimental
disk. The numerical solution assumed constraints in all
sin degrees of freedom around the inner circumference
resulting in a very 'stiff' model. The disk used in the
experiment was constrained by an integral hub whose
circumference matched that of the finite.element model.
However, it is probable that some deflections occurred

Fig, 10-Normal.dieplaoement cntour plot of disk finite- around the hub, thus changing the system's stiffening
element model (3N mode) characteristics and resulting in natural frequencies slightly

lower than the numerical calculations. This boundary
effect would be even greater for the lower modes because
fewer nodal lines pass through the hub, allowing more
deflections to occur in an area which is assumed rigidly
constrained in the finite-element model. Figure 10 shows

also rccorded that were apparc.:tly combinations of the 3N mode shape generated by NASTRAN, The figure
more than one rqsonant mode shape, This type of response presents a contour plot of the mode shape's normal
would manifest itself as the symmetrical resonant mode displacement. The contour lines having a value of zero
shape being distorted, typi,:ally by the IN mode shape. and, thus, representing the nodal lines for the 3N mode,
An example of this is shown in Fig, B. This type of have been highlighted.
response was thought to be caused by an additional disk-
excitation force resulting from rotor dynamic imbalance Dicussion and Conclusion
of the disk shaft, This phenomenon was subsequently
verified by carrying out a power-spectral-density analysis The purpose of this paper was to report on the first
of the vibration.transducer signal with and without disk phase of a research effort addressing the dynamic structural
excitation. The excitation component due to shaft im. response of rotating disks, the eventual goal being that of
balance was not found to present a problem provided studying bladed-disk assemblies under controlled laboratory
that the amplitude of the electromagnetic excitation was conditions. Emphasis was placed on: (a) the description t
made an order of magnitude larger than the force from and application of image-derotated holographic inter.
the dynamic shaft imbalance. There was no added compli- ferometry; and (b) the graphic results that can be obtained
cation in increasing the electromagnetic-force amplitude with the technique. Bearing this in mind, it is noted that .1

since the lamr-pulse separation could be decreased pro- the detailed physical characteristics of the disk mode
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Fig. 11- rime-average hWcorr.r.,
complex mode shape of a ý,iV
bladed disk

I4

shapes recorded under rotating conditiots require a much cmphasized the very complicated nature of rotating-disk
more detailed analysis than was possible within the confines vibration characteristics.
of this paper, For example, while Figs. 6 and 7 show The above questir ,d others still need to be addressed
clearly defined disk modes of vibration, they do not in o,'der to provide ,sed assurance as to the structural
provide information as to the motion of th- modes relative integrity of bladed-aisk resonant structural response,
to the disk rotation. Are the modes Nxed in the disk and, While rotating disk vibration phenomenon is complex in
hence, rotating with it; are they stationary in inertial itself, the addition of blades to the structure adds even
space with the disk rotating through them; or is their further complication to the problem. This fact is demon.
relative movement some combination of the two cases? strated by Fig. II which shows a complex mode shape of
The derotator and pulsed laser combination permits disk a nonrotating bladed disk obtained using time-average
mode shapes to be recorded under any of these conditions holography. The astute observer will recognize a form of
as one can verify by sketching a series o,^ sinusoidal wave the 5N mode shape of a solid circular disk in the figure.
trains that arc traveling around the disk and then looking The questions posed above and the complex vibratory
at the increment of normal displacement occurring on the behavior exemplified by Fig. II will be addressed in
disk's surface in the 20 us separating the two laser pulses. future phases of the present research effort with the aid of
It is highly likely that the last condition, that of relative image derotatcd holographic interferometry.
rotational motion between the rotating disk and resonant
mode shape, is what actually occurs and what was recorded References
in the holograms shown in Figs. 6 and 7. Stetson' found
this condition to be the case when he made a triple-pulsed I. C'c'pbell. WE.. The Protection of Steam-Turbine "isc Wheelsfrom Axial Vibration, "presented ASME Meeting, Clevelqnd (Mcv 1924).intcrferogram of a rotating disk. This hypothesis is also 2. Wrddiell, P., "Strain Pattern Examination," Engrg. and Mats,
supported by the results of a series of tests where the same Design, 17 3) (/973).
mode shape was consecutively recorded in a series of 3. Stetson, A'.A,. "The Use of Image Derotation In Holographic
interferograms while keeping the disk rpm and vibration- Interferometr.v and Secl'klY Photography of Rotating Objects," EXiRt1.
excitation amplitude constant. The resulting nodal lines %itN.%1 Mhi I ANIL-'. t1 (2), 67-73 (Feb. 1978).

4. Stetson, K.A. and Elkins, IN., "Optical System for Dyvamicof the mode shapes did not seem to be fixed in the disk Analysis of Rotating Structures," Air Force Aero Propulsion Lab.
or ir, inertial space. Tobias, carried out a detailed study Contrac" F33615.75.C-2013, AFAPL.TR.77.51 (Oct. I97').
Oi the vibration characteristics of elastically imperfect , Z 1., "Ubet die freien Schwingtinget our angenaherndvo/ikommener krcisformigir Platten, "A nnal der Physik, 67, 167 (I889).,rotating disks and analytically demonstrated the presence 6. Taobias, S.A. and Arnold, RN, "The Influencc of Dynamical
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STATISTICAL EXPERIOIAL DESIGS IN COMPUTER

AIDED OPTIMAL AIRCRAFT DESI(N

byii>
K. S. Nagaraja

Air Force Flight Dynamics Laboratory
Wt& ght-Patterson Air Force Base, OH

RainB. Ram
Department of Mathematics, State University of New York

Oreonta, New York

A review of the statistical qxperimental designs which are relevant

to the selection process of the design variables is made. Although

several aerospace industries still use Latin Square techniques, the

inherent shortcomings of the approach are not recognized. Optimal aircraft

designs which are derived from such a deficient metlod become suspect,

and reliability and cost saving can both become unattainable. An alter-
nate approach, called D-optimal design, which has several advantages

due to its reliability and efficiency, is discussed.
The statistical design techniques which have great usefulness in

the compater aided design of systems such as aircraft made a great deal

of impression on the itmgination of Hans von Ohain. His interest and

support in this area not only provided rmch inspiration to the work

performed at AFFDL, but also demonstrated the extraordinary openess of

his mn:d to many new and innovative ideas which he cherishes with great

interest and enthusiasm.--.-

iI

This work was performed under AFFDL Work Unit No. 24041024 in 1978.
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STATISTICAL EXXPERDNTAL DESIGNS IN CCMPtJER

AIDED OPTIMAL ATRCR7IT DESIGN

by

K. S. Nagaraja

Air Force Flight Dynamics Laboratory
Wright-Patterson Air Force Base, OH

and

Ram B. Ram
State University of New York

Cneonta, New York

Computer aided aircraft designs involve consideration of several airframe,

propulsion and mission related variables, S'uch engine or propulsion systen

variables as cycle pressure ratio, turbine tem[peature, engine bypass ratio,

engine size, :?ngine thrust to weight ratio, etc. together with airframe

variables such as wing loading, wing aspect ratio, leading edge sweep, wing

cross sectional characteristics, etc. constitute the design variables.

Mission variables which the designer wil be required to work wi.' -an be

range, take-off gross weight, payload, fuel consumption, etc. Cortputer I
aided design will consider relevant engine and airfrane variables, and by

appropriate application of aircraft perfomaznce evaluation codes, the

designer will arrive at several configurations which then is narrowed dcun

to cpthnal design configuration capable of fulfilling the mission requirements.

Constraints may be imposed on the variables in order to reflect the limits

wich the design conditions may impose.

"" The number of design variables and cc=rbixations thereof which the designer

will have to deal with may be so lurge i-Lht ever. withi the available camputer

capabilities, eval'iation of the performance parameters as well as the task of
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optimizing the configuration may (and usually will) became mathematically

oczbersare and prohibitive. The tize required for carrying out the caoputa-

tions will be very expensive, and oftentimes the procedure will be generating

lots of data points that may prove to be unnecessary.

If all possible combinations of applicable design variables are chosen -

and this leads to a large nutber of aircraft designs - the designer will be

overspecifying the requirements for carrying cut a regressianal analysis and

establishing functional relationships between engine and airframe design

variables and performance characteristics. A common practice among aerospace

companies has been to obtain quadratic polynomial approximations to the

functional relationships and use these approximations in lieu of the more

expensive camputer programs while performing their design optimizations and

trade studies.

The approximations are obtained by using first a screening procedure for

generating an acceptable subset of the design vectors (each design vector

being defined by one combination of the values of the design variables).

The screening is done both bj an application of an appropriate statistical

experimental design and by an imposition of structural and o-der aircraft

design requirements, if any.

In the statistical screening of the design vectors, several aerospace

industries and other systems design engineers have been generally using

the Latin square design methodlogy (central canposite designs have also been

used; however, the L atin square approach requires fewer computer runs.).

Recent research has indicated that the use of ILatin square can yield poor

approximations, and that there exist statistical experimental designs which

yield better approximations using no more than 60% of the catiputer runs

required by Latin squares. These statistical experimental designs are
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knc~wn as D-optimal designs. This report gives an analysis of these statis-
tical design method~s andi show hw D-cptimzal designs can sreefciey-

the needs of caripiter aided aircraft design methods.

Flow chart o:f the several Operations which canprise the aircraft design

cycle is given below.

A DATA POINTS

ENGINE INSTALLATION

INPUT
DATA STATISTICAL SELECTOR

REGRESSION ANALYSIS

OPTIMIZATION STUDIES

SENSITIVITY ANALYSIS
AND TRADE STUDIES
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Aircraft design variables are represented by independent variables =

I, I~,and the functional relation 1  ()represenlts aicrf

performance or response paramter (K u i,.. N).

Taylor series expansion of the function 4 around the point O U

where O•uW . ,,u is given by

K2.

I Ja J i a)(
Independent variables are normalized in the range (-1, + 1): -

Therefore, XE- + 1]

4 i

The unknown function Ican be written as

lv
~ i~2.~ioj, %~( E,( (.uiiN) (2)

%~ber heo±Zbicets6, n can easily be sorted out from equation

(1) . An error term 6isiistraiesdeoth

approximation in fitting the estimated responses with the quadratic expression.

in matrix notation, equation (2) is represented by

6

652(



where y~~," 1 ~)(3)

i~j- u-I X -. --

(Note the dashed superscript indicates that the transpose of the matrix is

being oonsidered actually).

For example, vector elements of#(_ýwhen substituted in the expression for

X give the matrix

2-1,n ; - 2 -1.

!; Xl X~ •z• X % Iz 2CZ±" X2"

[i

'ANI ?RL 'XNYý "XNI )(1, 1)N I LN•""

The nurber of coefficients in the quadratic polyncnial and hence the number

atrclum~s in is -(to + 1)(Tb+ 2-)

The Nx~matrix • is called tih experinental design matrix. Also _ is a

SI vector of unknown parameters to be estimated, and S is an

vector of errors with mean zero and variance a-.
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The error suzn of squares, in matrix notation is:

I I

y b)( b (5)

The least square estniate of _is the value 6 which minimizeS . This

is determined by differentiating with respect to 6, &.d setting the resultant

matrix equation equal to zero, and at the same time replacingit by .
This provides the normal equations

,.1

= - -(6)

If the K normal. equations are independent,• .Z is non-singular, and its

inverse exists. In this case, the solution of the normal equations can be

written as

This requires that _• has at least K- rows. A design matrix is
2.

saturated if it has exactly£wf•1a') roSand the row vectors are

linearly independent.A

The solution has the follcowing properties:

!. It is an estimate of 6 which minimized the error sumz of squareSEI.

irrespective of any distribution properties of the error.

2. The elements of are fnctions of the cbservatiors , and

provide unbiased estimates of the elements of 6 which have the minimumnz

variances irrespective of the distribution pioperties of the error.
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3. If the errors are independent and A N ( I -.L, then 6 is the mnaxim=

likelihood estimate of b . For a fixed value of o-, maximizing the likeli-

hood function is equivalent to minimizing the quantity_ E . This fact provides

a justification for the least squares prooedure (i.e., for minimizing the

sum of squares of errors).

Since the primary purpose of obtainingr6 is to estimate the response

for a given design vector we define the estimated response

"at- by

Since b is, in general a random variable, so is the estimated response.

She variance of this response if given by

If denotes the experimental design region, then the design problem consists

of selecting design vectors X. (i, I, N) fran the u - dimensional region 4

such that the design defined by these N vectors is, in sane defined snese,

optimal.

In the case of the linear surface fit (e.e., the regression is carried

ouit with a linear model), the response surface is given by

' P J '(8)t

and this can be expressed 1in the matrix notation as

+y: (b+ (9)
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O. (ld)

Q being a positive definite form obtained fran the matrix elements, and

N being the number of experimental runs.

Minimum variance, therefore, requires that the value of the determinant

be maximized. indeed, when the determinant is maximized, the diagonal terms

are the only non-zero terms in the .matrix. In fact, even L becomes zero.

(Detailed discussion of several of these aspects will be made in a later

report).

We assume that maximization of the determinantII plays a similar

role in the case of the quadratic response surface model.

We note that in the case of the linear regression rmodel, if the desigm

variables are functionally independent, then the information matrix[ '•]

is non-singular ard the model coefficients b. have the smallest variance,4

when the information matrix is diagonal. Conversely, it can be shown that

in the case of a linear regression model, the information matrix can

be diagonalized, and consequently the coefficients in the surface flt

equation are uncorrelated with one another (i.e., the correlation coefficient

will be zero ideally; it is enough, in practice, to ensure that the correla-

tion coefficient lie within a confidence band of values near zero). If the

correlation coefficient is zero or near zero, the design variables are

statiscicaily as well as functionally independent.

Experimental designs in which the information matrix can be diPl'onalized,

and thus, the coefficients jai the surface fit equation are uncorrelated with

one another, are called diagonal designs.

657



A proper experimental design shou~ld allow choice of such design points

that under the information matrix which is non-singular (and~

diagonal), the least square estimates of the coefficients of the regression

equation will have minimrum variance property (thus ensuring the independence of

the design variables). Also, the design points should be saturated.

It is worth pointing out that in the case of the non-linear regression

model, the entries in the matrix ý, are not functionally indepexdent, and

because of this, there is no assurance that the rank of is equal toK

(A being the numiber of coefficients in the regression model) . closer N I
is to K( such thati remnains non-singular, closer is the design to being

orthogonal. This is a desirable feature of a proper design. If the matrix

can be diagonalized, then the variance of the coefficients will be

minimized.

In practice, trial values for the design point com~binations .

can be realized as follows prior to actually using these points as inpuit to

an engine airframne simiulator program. Design points can be added and discarded

until the desired numnber t4 of points satisfy the desirable characteristics

of proper or good designs. Howiever, this procedure can be a time consuming

procedure unless a computer algorithti is formulated for the pu~rpose of adding

and deleting a large numiber of data points while testing the correlation

coefficient, the information matrix, etc. Therefore, a reliable aproni choice
4,

of experimental design is needed instead which may possess the above desired

proertescan minTimize the cost of the approximations and enhance the

acurc an il flyable aircraft. Recent studies on experimental designs

1 14sho tht aconsiderable enhancemient of the screening methodology based on

thenuberofdesign points needed and the efficiencies of the designs involved

can be realized. Ithere are a hierarchy of optimal c6esigns proposed, and one

such design -called D-optimal design -in the hierarchy will be discussed.
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D - Optimal design maximizes the determinant of the information matrix (• •].

The statistics of D - optimal designs show the following important

characteristics.

1. D - optimal designs are unique.

2. For a linear response surface, the information matrix of a normalized

D - optimal design is diagonal. In other words, the D - optimal design for

a linear response surface is orthogonal.

3. D - optimal designs for quadratic response are not orthogonal.

Discussion of the nature and characteristics of D - Optimal as well as

other generalized designs will be made in a different paper.

Following is a discussion of an algorithm for generating saturated

D - optimal designs.

A functionl(6)of the design vector• is defined as follows:

S~c) I -t (12)

Step 1. An arbitrary saturated design X, where exists, is

selected subject to the vectors X satisfying whatever constraints are required

to yield responses P). Here the numlber of runs (and the num.ber of design

vectors) is equal to the number of unknown parameters to be estimated

which is(ntý-In.l± for a quadratic approximating polynomial in
2.

variables.

Step 2. A vector X K satisfying the constraints is determined such that

~ (13)

where maximum is taken over all vectors X satisfying the constraints, and
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not in the current designZ That vector is added to the original

K -point design. Now we have a K +1 point design X.

Step 3. Find a vector fran among resulting (K +1) vectors such that

14 4 •K+1

and remove this vector fram the set of (+l vectors. This process

reestablishes a K-point design X. In this step, the new information matrix

is used for calculation.

Step 4. Steps 2 and 3 are repeated to ootain a maximum value of the

detenniantj~I

Following are saw mathematical details which illustrate the algorithn

process.

,at A= • andA=,x A- ,where _ is the design of the K+1 point

design. We find the inverse the matrix A:

A

' I

Multiplying both sides by 6, we obtain

A K+ +1:I - __ _'__ __ __ _

1. ÷ <x .) 'IIA _ +.
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This gives -I

(ALlI.* _- _P )• (_ ) I -1

IAI

Further noting that

~~ A

and
K+1•,)A'' • +): ( K,

we have

AKIP

Thus to riiaximizel '91, we rmust choose that vector - which

maximiLzes the value of the fuctionc,•_)as required in Step 2 of the algorithm.

The goal is to achieve the maximum value of the determinant

The vector chosen for removal must result in the mininm possible decrease

inIZ S. The aerence can be miniized by maximizing
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the determinantIT- Zfor the resulting K- point design- . We note that the

relation

indicates that the maximization oflt Afor the optimal K - point design is

equivalent to minimzing the value of the function . ,X) over the set of

K+ 1 vectors under consideration. This is what is realized in Step 3.

The discussions so far point out that the D-optimal design method is a

proper screening procedure for selecting the design variables. However, most

aerospace campanies have been using (or have used so far without exploring

any other method such as D-optimal method) Latin square method. Therefore,

sane canents are worth making in regard to the characteristics of latin

squares.

A latin square of orderS is defined as an1%)c square, the i. cells of

which are occupied by n distinct symbols (which may be Greek or Latin letters

or Hindu nunerals) such that each symbol occurs once on each row and in

each column.

Two Latin sqaw , art; said to be orthogonal if on superposition each

symbol of the fJzst :.quare occurs exactly once with each symbo)l of the second

square. There may exist more than two Latin squares such that any pair is

orthogonal. A set of Latin squares such that any two of them are orthogonal

is called an orthogonal set. Theme cannot be more thanYL-l orthogonal Latin

squares of orderSj in any orthogonal set. When fl equals a prime power
a prime number,1v a positive integer, then a carplete set of (T%-l)

orthogonal Latin squares can be constructed. Bat it is not known whether

a complete set of orthogonal latin squares exists when 'I is not a prime power.

662

- -. -~ -



Several authors discuss the properties of Latin squares in detail and two

appropriate ones are shown in te reference list (i.e., references 5 & 6).

Following are same of the important features of Latin squares.

1. The order of the squares is detemdined by the immber of levels

assigned to each variable.

2. The nunber of levels should at least be greater by unity than the

number of design variables in a problen. This is due to the fact that the

number of orthogonalL atin squares of order is less than or equal to -1.

men is a prime nmtber or the power of a prime, the equality holds.

22.
3. The design space consists of 'n,-+•('f-l)design points, and the

mininmn numiber of points ,hich latin square design provides is(¶ +i) C,

'l being the number of design variables.

4. The design vectors will not necessarily yield the. matrixjZ1 ( such

that its determinant is not zero. In other words]ijý_)can be zero or be very

close to zero.

5. Reliability is reduced in Latin square designs if the rumiber of

variables ýecame large. Also, when the number of variables became less

than or equal to four, Latin square designs will not maintain reliability in

error estimates. On the other hand, if the number of variables exceeds eight,

row and coluni intearactions (i.e, confounding of the variables) becane

noticeable. The design will not be orthogonal.

A point of camparison between D - optimal and Latin squatre experimental

design concerns the estimatton of regression coefficients. In order to

calculate the least squares estimate of the unknown coefficients, we miuist

have an experimental design that yields a non-singular matrix .The

Latin square experimental design generating algorithm sometimes yields a non-

singular matrix X only by adding more de sign vectors than are required.

For example, in reference 2, Boeing used mutually orthogonal Lat 4n square
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designs tr.- obtain 91 design vectors for a six variable problem. A six variable

quadratic polynomial has 28 unknown regression coefficients. It is possible

to find 28 vector experimental designs which yield non-singular matrices

•r ( . The smallest possible six variable Latin square design wuld have

59 point,• ard these depd-gms can be singular for 7 and 8 variable designs.

optinal designs ensure that will have high value.

Second -poqint of mparison between D - optimal and Latin square designs

oncerns the accuracy of the approximations. This point is the most important

because the polynomial approximations are used in lieu of the aircraft sizing

and performance synthesis programs. Table 3 shows prediction accuracy comparison

between regression equations derived using the D - optimal design and those

derived using Latin square designs. This clearly demonstrates the superiority

of the D - optimal design. Table 3 has been generated for the case of an

advanced tactical fighter design study made by General Dynamics.* the cmn-

parison is made by using the design points not used to derive the quadratic

approximatio~n.

The third point of ca•parison relates to the camputer time required for

an "Tr" variable problem (N'4). We know that Latin square design requires

at least(%tl . ) points, whereas the D - optimal design requires- 2"

points. Thus, for n - 4, D - optimal design requires 40 % fewer computer runs

than the minimum possible run requirjed by Latin square design. As the nmnber

of design variables increases, the efficiency of D - optimal design over Latin

square design Lncreases up to 50%, thus resulting in cost savings of up to

50%. In reference 2, the orthogonal Latin square design for 6 variables

required 91 roints wier-as saturated D - optimal design would require only

* The authoi's t.hank Dr James A. Craig, General Dynamics, Fort Worth, Texas
for pro, iding the information shown in Table 3, as well as the information
contained in the fourth point of canparison between the designs.
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28 points, a savings of almost 70%.

The fourth 2oint of Ccparison is in regard to the derivation of realistic

aircraft designs.

Latin square design generates aircraft designs according to algebraic

algorithm. Therefore, it is quite possible that the levels of the independent

variables so chosen may result in such design vectors which nay not yield a realistic

response. M example of this is again demonstrated in the close-coupled I
canard design study (Ref. 2). A close study of the designs generated'by the

Latin square algorithm showed that only 37 of the 91 design vectors represc'nted

aircraft with flyable wings.

Inclusion or exclusion of improper designs generated by Latin squares

may make the information matrix singular or near singular, and as a result, the

quadratic approximation will be poorer.

D - optimal designs affords the designer to screen the improper designs

(such as unflyable aircraft) in the design cycle.

In conclusion, it can be stated that the central caposite design yields

the most accurate results in t,.m-s of nmean percent absolute error, whereas

the Latin square design is the worst of all. However, D - optimal design's

accuracy is very close to that of the central ccnposite design. This becczes

particularly significant if one looks at the significantly less number of

points required under the D - optimal design.

Some additional studies are required in the area of D - optimal designs.

The following areas need to be further explored.

1. Analysis of variance and co-variance pertaining to D - optimal design.

2. Properties of D - optimal design relating to orthoganility of the

design, confounding of effects, intera:tions of the variables, etc.

3. Significance tests on model coefficeints obtained by using D - optimal

designs.
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Further, instead of least squares estimation, other procedures such as

ridge regression should be explored. The alternative regression procedure

works better in case D - optimal designs are non-orthgonal,

Higher oder polyrnoials such as cubic should be considered also for

enhancing efficiencies and aocuracies in the event that a quadratic representa-

tion is a poor appracimation for the response characteristics.

A omiputer aided aircraft design with D - optimal design as a module

should be checked out in the case of existing aircraft for camparison purposes.

Constrained D - optimal designs should be well investigated.

Cost effectiveness can also be considered in the D - optimally generated

optimal aircraft designs. D - optimal desings based on cost cycle iterations

should be explored.

6
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MTBF CONFIDENCE BOUNDS BASED ON

MIL-STD-781C FIXED-LENGTH

TEST RESULTS

H. Leon Harter
Air Force Flight Dynamics Laboratory
Wright-Patterson Air Force Base, OH

ABSTRACT

Exact confidence bounds are available for the parameter 6 of an

exponential distribution in the case of Type II (failure) censored

samples, but not in the case of Type I (time) censored samples. In the

latter case, the conventional confidence bounds are conservative; Cox

has proposed approximate confidence bounds which may not be conservative,

but have other advantages. For MIL-STD-781C fixed-length tests, we have

a mixture of the two types of censoring, Type II for rejected lots and
Type I for accepted lots. Epstein proposes combining the exact bounds

for rejected lots with the conventional bounds fori accepted lots. We
propose replacing the latter by Cox's approximate bounds, and show that
this gives true confidence levels closer to the nominal levels.

F Reprinted with permission from the Journal of Quality Technology, 1978.
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MTBF Confidence Bounds Based on
MIL-STD-781C Fixed-Length

Test Results

H. LEON HARTER

Air Force Flight Dynamics Laboratory, Wright.Patterson Air Force Base, Ohio 45433

Exact confidence bounds are available for the parameter 0 of an exponential distribution in the
case of Type II (failure) censored samples, but not in the case of Type I (time) censored samples.
In the latter case, the conventional confidence bounds are conservative; Cox has proposed
approximate confidence bounds which may not be conservative, but have other advantages. For
MIL-STD-781C fixed-length tests, we have a mixture of the two types of censoring, Type Ii for
rejected lots and Type I for accepted lots. Epstein proposes combining the exact bounds for
rejected lots with the conventional boundw for accepted lots. Wconfidee lreplacing the latter by
Cox't approximate bound*, and show that this gives true confidence levels closer tothe nominal
levels.

Introduction acceptance number c for the twelve fixed-length
M L-STD-781C is a complete revision of MIL. tests are given in Table 1. ]

STD-781B [8] in which some new terminol- In carrying out the fixed-length tests of MIL.
ogy is introduced. For example, 91 is called simply STD-781C, one places at least three items (assumed
the lower test MTBF (mean time between failures) to be a random sample from a lot whose life distri.
instead of the minimum acceptable MTBF, and Oo bution is exponential) on life test (not necessarily
is called simply the upper test MTBF instead of the simultaneously). As the test proceeds, items that A

specified MTBF. Times are expressed as multiples fail are removed and repaired (after which they are
of 81 instead of 8o. The ratio 86/8, is still called the assumed to be as good as new), then returned to
discrimination ratio, as in MIL-STD-781B. MIL. test. For each item, a record is kept of the number
STD-781C gives eight sequential test plans and of failures and the time on test. It is required that r
twelve fixed-length test plans for specified values of each item shall operate at least one half the average
the producer's risk a (the probability of rejecting a operating time of all items on the test. The test
lot whose true MTBF is 80), the consumer's risk /l terminates when the total number of failures ex-
(the probability of accepting a lot whose true ceeds c (the acceptance number) or when the total
MTBF is 89). and the discrimination ratio 0o/81. The test tine equals T (the test duration), whichever
values of the risks a and f, the discrimination ratio occurs first. In the former case, the lot is rejected;
vo/81, the test duration T (multiples of 81), and the in the latter case, it is accepted.

The question has arisen (see, for example, a re-
Dr. Harter isa mathematician in the applied mathematics cent paper by Blondin [1]) as to how one can use

group of the Analysis and Optimization Branch, Structural Me. the results of MIL-STD-781C acceptance tests to
chanics Division at the Air Force Fliglht Dynamics Laboratory set confidence bounds on the true MTBF, 0. Bryant
merlv a senior mathematical statistics scientist at Aerospace a

Research Laboratories. case of the sequential tests of MIL-STD-781C. The
question is somewhat simpler, though by no means
trivial, in the case of fixed-length tests. If a fixed-
length test results in rejection of the lot, the test is
Type II (failure) censored. If, however, the test
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TABLE 1. Summary of MIL-STD-781C Fixed-Length Test Plans
Oiscrimination Re- Test Duration, T (Mul- Acceptance Num.-

Test Plan Producer's Risk, a Contsumer's Risk, t tio. O,/, tiples of 0,) bar, c

IXC 10% 10% 1.5 45.0 36
XC 10% 20% 1.5 29.9 25

XIC 20% 20% 1.5 21.1 17
XIIC 10% 10%/0 2.0 18.8 13

XIIIC 10% 20% 2.0 12.4 9
XIVC 20% 20% 2.0 7.8 5
XVC 10% 10% 3.0 9.3 5

XVIC 10% 20% 3.0 5.4 3
XVIIC 20% 20% 3.0 4.3 2
XIXC 30% 30% 1.5 8.0 6
XXC 30% 30% 2.0 3.7 2

XXIC 30% 30% 3.0 1.1 0

results in acceptance of the lot, the test is Type I where xO(f), is the 100y per cent point (y frectile) of
(time) censored so in MIL-STD-781 tests one has the chi-square distribution with f degrees of free-
a mixtu-,ý of the two types of censoring. For pure doam. A 100(1 - 2a) per cent central confidence
Type II censoring, exict confidence bounds for 8 interval for 0 is given by
are known, but for pure Type I censoring, exact (Y_, #_) (3)
confidence bounds are not available and the con-

ventional confidence bounds are conservative. The where Of-. and #f•-. are given by equations (1) and
difference arises because of the facts that (1) in the (2), respectively.
former case, the number of failures r is known, and
the total test time T, to the rth failure is a (contin- Case 2: Pure Type I Censoring
uous) random variable, and (2) in the latter case, Conventional Confidence Bounds
the total test time T is known, while the number of If the life distribution is assumed to be exponen-
failures r - 0,1,2, is a (discrete) random variable, tial with parameter 8, the number of observed fail-
The detaiIl' for these two cases are discussed in the ures, K, in a fixed time T is a random variable
next two sections of this paper. Later sections are whose distribution is Poisson with parameter A -
devoted to a discussion of combination of the two Tie. Then it is well known (see, for example, Mann,
sets of results to obtain a system of confidence Schafer, and Singpurwalla [7), p. 181) that P(K :s
bounds for the hybrid case encountered in MIL- r) - Prob[x'(2r + 2) > 2T/8]. It follows that if r
STD-781 tests, numerical examples illustrating failures have been observed in time T, then, with
computation of the confidence bounds, and the probability at least 1 - a (at least because K is
results of a Monte Carlo simulation for three rep. discrete), 2T/8 < X'-,, (2r + 2), so that a conservative
resentative test plans from MIL-STD-781C. 100(1 - a) per cent lower confidence bound for 8 is

Case 1: Pure Type II Censoring given by

If the life distribution is exponential, it is well - 2(4)
known (see, for example, Epstein [4]) that if the X'-.(2r + 2)
test always terminates at total test time Tr, the Similarly, it can be shown that Prob(K > r) -

total observed life up to the time of occurrence of Prob[x2 (2r) < 2T/8], so that a conservative 100
the r h failure, then 2Tr/8, where 8 is the true (1 - a) per cent upper confidence bound fox, 8 is
MTBF,. is distributed as X2(2r). Hence a 100(1 - given by
i) per cent lower confidence bound for 8 is given by 2T

2Tr - " (2r)

X1 (2r) Finally, a conservative 100(1 - 2a) per cent central

and a 100(1 -a) per cent upper confidence bound confidence interval for 8 is given by
for 8 is given by (oc,, K-o), (6)

2T,
_- ,-- (2) where e',. and K_. are given by equations (4) and

;e(2r) (5), respectively.
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Cox's Approximate Confidence Bounds two-sided) contain the true MTBF, 0, can be ex-

Cox (3] has proposed approximate confidence pected to be closer to the nominal confidence level
bounds for Poisson parameters, based on the num- than the proportion of cases in which the corre-
ber of events that are observed in a fixed time. Hio sponding conventional confidence intervals con-
method, applied to the case of acceptance of a lot tain 8.

on the basis of a fixed-length test, yields the follow- Hybrid Case: MIL-STD-781 Tests
ing results: An approximate 100(1 - a) per cent
lower confidence bound for 0, the true MTBF, is Epstein's Procedure

given by Epstein [5], pp. 3.23-3.24, has combined the re-
sults for pure Type II censoring and for pure Type

A_2T (7) 1 censoring to obtain a confidence procedure for the
+ 1hybrid case encountered in tests of the type found

and an approximate 100(1 - a) per cent upper in MIL-STD-781C. If the test results in rejection,

confidence bound tbr 8 is given by with Type II censoring at time T,+., his 100(1 - a)
per cent lower and upper confidence bounds for 0

2T are found by setting r - c + 1 in equations (1) and

- .".(2r + 1) (8) (2), which yields

An approximate 100(1 - 2a) per cent central con- (10)
fidence interval for 8 is given by Xi-a(2c + 2)

#A (9) and 2T•,+

where Q•_ and V-.U are given by equations (7) and - 2(2c + 2)(11)
(8), respectively.
Heuristic Justification for Cox's His 100(1 - 2a) per cent central confidence interval

Approximate Bounds for 8 is given by

The conventional lower confidence bounds are (•-• Dr-,), (12)
conservative, since they are what we would obtain where I-, and #NI-, are given by equations (10) and
if we were to assume that, instead of Type I cen- (11), respectively. If, however, the test results in
soring at time T, we have Type II censoring with acceptance, with Type I censoring at time T and r
the occurrence of the (r + V'h failure at time T. - 0,1,2, ,c failures, his 100(1 - a) per cent lower
Actually, the (r + 1)"h failure might occur at any and upper confidence bounds for 0 are the conserv-
time T,÷, > T, but the earliest it could occur is at ative bounds given by equations (4) and (5), respec-
time T + E (e --* 0+). The conventional upper tively, and his 100(1 - 2c) per cent central confi-
confidence bounds are also conservative, since they dence interval for 0 is the conservative interval
are what we would obtain if we were to assume given by equation (6). Epstein [5], Appendix 3E
that, instead of Type I censoring at time T, we have (pp. 3.63-3.66), has shown that his system of one-
Type II censoring with the occurrence of the r" sided confidence intervals (from the lower confi-
failure at time T. Actually, the rth failure might dence bound to oo) is conservative, and has conjec-
have occurred at any time T, < T, but the latest it tured that the same is true for his system of two-
could have occurred is at time T - s (s --* 0k). In sided intervals. It should be borne in mind, how-
practice, we do not know the time of occurrence of ever, that it is the a priori confidence before the test
the (r + 1)" failure, but (if the life test is monitored has been run (and, thus, before one knows whether
continuously) we do know that of the rý' failure. If acceptance or rejection will occur) that equals or
we assume that we have Type II censoring with the exceeds the nominal level. Hence, in judging the
occurrence of half a failure at time T, r failures performance of Epstein's procedure, one should
having occurred earlier (which is roughly equivalent average the results for a large number of accepted
to assuming that T, and T,+, are such that T lies and rejected lots, not for accepted lots and rejected
midway between them), we obtain Cox's approxi- lots separately.
mate bounds. These bounds may be either conserv-
ative or nonconservative, but, averaged over a large Harter's Procedure
number of trials, the proportion of cases in which We propose a modification of Epstein's proce-
the lapproximate confidence intervals (one-sided or dure in whLh the confidence intervals remain the
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same when the test results in rejection, with Type (see Table 1) with tv - 20%, diwrimniniation ratio.
II censoring at time T,+i. However, if the test results 86/8, - 1000/500 - 2.0, test duration T - 7.80, -w
in acceptance, with Type I censoring at time T and 3900 hours, and acceptance number c - 5. Regard-
r - 0,1,2,,. ,c failures, the conservative lower and less of whether the lot is accepted or rejected, we
upper 100(1 - a) per cent confidence bounds for 8 wish to set 90 per cent lower and upper confidence
are replaced by Cox's approximate confidence bounds and an 80 per cent central confidence inter-
bounds, which are given by equations (7) and (8), val on the MTBF of the lot.
respectively, and the conservative 100(1 - 2a) per Example 1 (Rejected Lot)
cent central confidence interval for 8 is replaced by
Cox's approximate central confidence interval, A random sample of three or more devices from

which is given by equation (9). The resulting system lot A is placed on test as outlined in the Introduc-

of approximate confidence intervals (one-sided or tion. The sixth failure occurs when the total test
two-sided) may be either conservative or noncon- time T6 is 3510 hours, so the lot is rejected. From

servative, but, averaged over a large number of equations (10) through (12), with the aid of a table
trials involving both accepted and rejected lots, of percentage points of the chi-square distribution
their true confidence levels may be expected to be (see, for example, Harter [6]), we find that the 90

closer than those for Epstein's system of conserva- per cent lower confidence bound, according to both

tive intervals to the nominal levels. Epstein's and Harter's procedures, is Qo -2

Xýo(12) - 2(3510)/18.55 - 378 hours, the corre-

Numerical Examples sponding 90 per cent upper confidence bound is
.90 - 2T7'/X•o(12) - 2(3510)/6.304 - 1114 houts,

Suppose we have two lots, A and B, from two and hence the 80 per cent central confidence inter-
different vendors of an electronic device. We wish val for the true MTBF, 0, is (378 hours, 1114 hoturs).
to reject a lot 20 per cent of the time (producer's
risk, a) if its true MTBF is 1000 hours, and accept Example 2 (Accepted Lot)

it 20 per cent of the time (consumer's risk, fl) if its The same test is performed on a random sample
true MTBF is only 500 hours. Thus, the appropriate from lot B. The test continues for a total test time
MIL-STD-781C fixed-length test plan is plan XIVC T - 3900 hours, during which r - 4 failures oc-

TABLE 2. Monte Carlo Results foe All Lots (Rejected and Aocepted) and All u's (Proportion of Cases in which
Confidence Intervals Contain u)

Epstein's Procedure -Harter's Procedure

Interval Type Nominal Level Plan IXC Plan XIVC Plan XXIC Plan IXC Plan XIVC Plan XXIC

(LB,.-) .9900 .9934 .9969 1.000r, .9899 .9912 1.0000
.9500 .9637 .9736 1.0000 .9470 .9606 .9815
.9000 .9157 .9391 1.0000 .8918 .8859 .98"15
.8000 .8328 .8693 .9666 .8003 .7747 .9110
.7000 .7325 .7433 .9499 .7038 .7433 .7989
.6000 .6399 .7108 .8667 .5926 .5554 .6545
.5000 .5311 .5648 .8135 .5174 .4934 .4913

(0, UB) .9900 .9908 .9901 .9901 .9901 .9901 .9901
.)500 .9570 .9525 .9501 .9507 .9525 .9501
.9000 .9102 .9091 .9001 .9049 .8966 .9001
.8000 .8218 .8302 .8060 .8020 .7819 .8060
.7000 .7372 .7330 .7357 .6858 .7080 .7357
.6000 .6414 .6571 .6838 .5925 .5762 .6838
.5000 .5329 .5844 .6471 .4826 .5066 .5087

(LB, UB) .9800 .9842 .9870 .9901 .9801 .9812 .9901
.9000 .9207 .9261 .9501 .8977 .9132 .9316
,8000 .8260 .8482 .9001 .7967 .7825 .8816
.6000 .6546 .6996 .7726 .6022 .5566 .7170
.4000 .4697 .4763 .6856 .3895 .4513 .5346
.2000 .2813 .3679 .5505 .1852 .1316 .3383.0000 .0640 .1491 .4806 .0000 .0000 .0000
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cur, so the lot is accepted. According to Epstein's bound is Q'.I 2T/x)1(9) - 2,3900)/14.68 531
procedure, we use equations (4) through (6) and hours, the corresponding 90 per cent upper confi-
a table of chi-square percentage points to find dence bound is Mx) - 2T/x, M(9) - 2(3900)/4.168 -
that the 90 per cent lower confidence bound is 1871 hours, and hence the 8W per cent central con-
Qco - 2T/X.o(lO) - 2(3900)/15.99 - 488 hours, the fidence interval for the ,rue MTBF, 0, is (531 hours,
corresponding 90 per cent upper confidence b.und 1871 hours).
is h'g - 2T/XI,(8) - 2(3900)/3.490 - 2235 hours,
and hence the 80 per cent central .ornfsdence inter- Monte Carlo Study
val for the truiw T TBF, 8, is (488 hours, 2235 hours). A Monte Carlo simulation was performed for a

. ~Accordi-i• co , rter's procedure, we use equations few representative cases in order to compare the •,

(7) through (9) and n table of chi-squarc percentage proportions of cases in1 which Epstein's and Harter's
P. points to find that the 90 per cent lower confidence systems of confidence intervals contain the true

TABLE 3. Summary of Theoretical and Monte Carlo Results
i Characterization

Confidence Intervals for MTSF, 
C

.dat Procedures (all give same test decision, but differn,,t Nominal level = 1 - .(one-sided) Rol. Acc. All

confidence intervals) - 1 2 a (two-sided) Lots Lots Lots

PURE TYPE II CENSORING: q (1,,, •) =2T, .,/XV.2c + 2, C N E
Test each lot until (c + 1)V failure occurs

(at t, tal test time T,,+,) (0, 1. ,) (0, 2T,. &X,(2 c+ 2 ))
Reject tot if ,, , T (d,., PN PC E
Accept lot if T,., > T

PURE TYPE I CENSORING: .,,. •) = C2T/x_,,2r + 2), x) C PC C
Test each lot until total test time T is -PC C C

accumulated ý0. ,, , 2T/Xl12r))

Let r = no. of failures in time 7 C-PC PC C
Reject lot if r z-+1
Accept lot ifr - c ('.,,, ) (2T/x` ._(2T f- 1), ) PC PN A

(0. 6,'.,, =(0, 2T/x2i2r + 1)) PN PC A

A A A

HYBRID CENSORING (MIL-STD-781C): ,,y , •- for rej. lots C
Test ea-h lot until (c + 1)1h failure occurs ( (i,, ,, %) for acc. lots PC

(at total test time T,,+) or until total test " f

time T is accumulated (with r failures In (0, for rej. lots N
time T), whichever occurs first (0, Ci',,) C

Reject lot if T,, • T- T0,6 ,,) for acc. lots C
Accept lot if r ! c ,PN PC C

_ ,r) for rej. lots C
(!h ... 79 for acc, lots PN

5 ( (0,o;,) for ,ej. lots N

. aybeeiheobt'0,oe n for acc. lots PC

'APN A A

Characterizations: E = exact; C0 conservative; N nonconservative; A approximate'; PC preiuminantly
•.onservative (averaged over 0); PN predominantly nonconservative laverared o ..r 0).

" May be either consnrvative or nonconseivative, but tends to have true levels 'ioser to tho nominal level than
do purely conservative or nonconservative intervals,
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